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Preface

This book is the setup guide for Hitachi Content Platform (HCP) VM
systems. It provides the information you need to deploy a virtualized HCP
system in your VMware vSphere® environment. In order to complete the

installation there are instances where you may want to reference other
materials.

Intended audience

This book is intended for the people responsible for deploying an HCP-VM
system at a customer site. It assumes you have experience with computer
networking, creating virtual machines, familiarity with VMware products
and concepts, and a basic understanding of HCP systems.

Product version

This book applies to release 7.3.1 of the Hitachi Content Platform.

Related documents

The following documents contain additional information about Hitachi
Content Platform:

e Administering HCP - This book explains how to use an HCP system to
monitor and manage a digital object repository. It discusses the
capabilities of the system, as well as its hardware and software
components. The book presents both the concepts and instructions you
need to configure the system, including creating the tenants that
administer access to the repository. It also covers the processes that
maintain the integrity and security of the repository contents.

Preface vii
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Related documents

e Managing a Tenant and Its Namespaces - This book contains complete
information for managing the HCP tenants and namespaces created in
an HCP system. It provides instructions for creating namespaces,
setting up user accounts, configuring the protocols that allow access to
namespaces, managing search and indexing, and downloading
installation files for HCP Data Migrator. It also explains how to work with
retention classes and the privileged delete functionality.

e Managing the Default Tenant and Namespace - This book contains
complete information for managing the default tenant and namespace
in an HCP system. It provides instructions for changing tenant and
namespace settings, configuring the protocols that allow access to the
namespace, managing search and indexing, and downloading
installation files for HCP Data Migrator. It also explains how to work with
retention classes and the privileged delete functionality.

e Replicating Tenants and Namespaces - This book covers all aspects of
tenant and namespace replication. Replication is the process of keeping
selected tenants and namespaces in two or more HCP systems in sync
with each other to ensure data availability and enable disaster recovery.
The book describes how replication works, contains instructions for
working with replication links, and explains how to manage and monitor
the replication process.

e HCP Management API Reference - This book contains the information
you need to use the HCP management API. This RESTful HTTP API
enables you to create and manage tenants and namespaces
programmatically. The book explains how to use the API to access an
HCP system, specify resources, and update and retrieve resource
properties.

e Using a Namespace - This book describes the properties of objects in
HCP namespaces. It provides instructions for accessing hamespaces by
using the HTTP, WebDAV, CIFS, and NFS protocols for the purpose of
storing, retrieving, and deleting objects, as well as changing object
metadata such as retention and shred settings. It also explains how to
manage namespace content and view namespace information in the
Namespace Browser.

e Using the HCP HS3 API - This book contains the information you need
to use the HCP HS3 API. This S3™-compatible, RESTful, HTTP-based
API enables you to work with buckets and objects in HCP. The book
introduces the HCP concepts you need to understand in order to use
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Related documents

HS3 effectively and contains instructions and examples for each of the
bucket and object operations you can perform with HS3.

Using the HCP OpenStack Swift API - This book contains the
information you need to use the HCP HSwift API. This OpenStack Swift,
RESTful, HTTP-based API enables you to work with containers and
objects in HCP. The book introduces the HCP concepts you need to
understand in order to use HSwift effectively and contains instructions
and examples for each of the container and object operations you can
perform with HSwift.

Using the Default Namespace - This book describes the file system
HCP uses to present the contents of the default namespace. It provides
instructions for accessing the namespace by using the HCP-supported
protocols for the purpose of storing, retrieving, and deleting objects, as
well as changing object metadata such as retention and shred settings.

HCP Metadata Query API Reference - This book describes the HCP
metadata query API. This RESTful HTTP API enables you to query
namespaces for objects that satisfy criteria you specify. The book
explains how to construct and perform queries and describes query
results. It also contains several examples, which you can use as models
for your own queries.

Searching Namespaces - This book describes the HCP Search Console
(also called the Metadata Query Engine Console). It explains how to use
the Console to search namespaces for objects that satisfy criteria you
specify. It also explains how to manage and manipulate queries and
search results. The book contains many examples, which you can use as
models for your own searches.

Using HCP Data Migrator - This book contains the information you need
to install and use HCP Data Migrator (HCP-DM), a utility that works with
HCP. This utility enables you to copy or move data between local file
systems, namespaces in HCP, and earlier HCAP archives. It also
supports bulk delete operations and bulk operations to change object
metadata. Additionally, it supports associating custom metadata and
ACLs with individual objects. The book describes both the interactive
window-based interface and the set of command-line tools included in
HCP-DM.

Installing an HCP System - This book provides the information you
need to install the software for a new HCP system. It explains what you
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Accessing product documentation

need to know to successfully configure the system and contains step-by-
step instructions for the installation procedure.

e Third-Party Licenses and Copyrights - This book contains copyright
and license information for third-party software distributed with or
embedded in HCP.

e HCP-DM Third-Party Licenses and Copyrights - This book contains
copyright and license information for third-party software distributed
with or embedded in HCP Data Migrator.

e Installing an HCP SAIN System - Final On-site Setup - This book
contains instructions for deploying an assembled and configured single-
rack HCP SAIN system at a customer site. It explains how to make the
necessary physical connections and reconfigure the system for the
customer computing environment. It also contains instructions for
configuring Hi-Track® Monitor to monitor the nodes in an HCP system.

e Installing an HCP RAIN System - Final On-site Setup - This book
contains instructions for deploying an assembled and configured HCP
RAIN system at a customer site. It explains how to make the necessary
physical connections and reconfigure the system for the customer
computing environment. The book also provides instructions for
assembling the components of an HCP RAIN system that was ordered
without a rack and for configuring Hi-Track Monitor to monitor the nodes
in an HCP system.

Accessing product documentation

Product documentation is available on Hitachi Data Systems Support
Connect: https://knowledge.hds.com/Documents. Check this site for the
most current documentation, including important updates that may have
been made after the release of the product.

Getting help

Hitachi Data Systems Support Portal is the destination for technical
support of products and solutions sold by Hitachi Data Systems. To contact
technical support, log on to Hitachi Data Systems Support Connect for
contact information: http://portal.hds.com
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Comments

Hitachi Data Systems Community is a global online community for HDS
customers, partners, independent software vendors, employees, and
prospects. It is the destination to get answers, discover insights, and make
connections. Join the conversation today! Go to
http://community.hds.com, register, and complete your profile.

S Note: If you purchased HCP from a third party, please contact your
authorized service provider.

Comments

Please send us your comments on this document:

HCPDocumentationFeedback@hds.com

Include the document title and number, including the revision (for
example, -01), and refer to specific sections and paragraphs whenever
possible. All comments become the property of Hitachi Data Systems.

Thank you!
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HCP system overview

This chapter introduces HCP, and describes the architecture for an HCP
system installed in a VMware vSphere environment.

Introduction to Hitachi Content Platform

Hitachi Content Platform (HCP) is a distributed storage system
designed to support large, growing repositories of fixed-content data. An
HCP system consists of both hardware (physical or virtual) and software.

HCP stores objects as both data and metadata. Metadata is responsible for
describing the object. HCP distributes these objects across the storage
space, and represents them as either URLs or files in a standard file system.

An HCP repository is partitioned into namespaces. Each namespace
consists of a distinct logical grouping of objects with its own directory

structure. Namespaces are owned and managed by tenants.

HCP provides access to objects through a variety of industry-standard
protocols, as well as through various HCP-specific interfaces.

HCP-VM system components and architecture

This section describes the components and architecture of an Hitachi
Content Platform Virtual Machine (HCP-VM) system.

Chapter 1: HCP system overview 1
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HCP-VM system components and architecture

The illustration below shows the architecture of an HCP-VM system.

RAID & Shared
Storage

Host platform

Compute

Storage

In an HCP-VM system, each node runs in a virtual machine on an ESXi host.
It is recommended that you only run one HCP-VM node on a single ESXi
host.

Each HCP-VM node will have at least eight vCPUs and at least 32 GB of RAM
allocated. This will enable the system to maintain performance for most
client workloads and HCP system activities like encryption, scheduled
service runs, and routine database maintenance. If deploying HCP-VM
Small Instance configuration each HCP-VM node will have at least four
vCPUs and at least 16 GB of RAM allocated.

HCP-VM relies on the storage infrastructure to provide highly available and
fault tolerant storage. It is recommended that the physical servers the ESXi
hosts run on be connected to shared SAN storage with RAIDG6 protection or

Chapter 1: HCP system overview
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HCP-VM system components and architecture

Hitachi NAS (HNAS).

SAN storage must provide at least two paths to each Logical Unit Number
(LUN) and each of those LUNs must be presented to each ESXi host with
the exact same LUN number (HLUN).

A datastore will be created from each LUN or export, creating one Virtual
Machine File System (VMFS) volume per LUN or export. A single datastore
will not be shared by HCP-VM nodes. However, HCP-VM nodes can have
multiple datastores. Each datastore will be carved into one or multiple
Virtual Machine Disks (VMDK) which are presented to the HCP OS as local
disks. The HCP OS will recognize its storage as internal drives similar to
HCP300 RAIN nodes. The disks will be controlled by the VMware Paravirtual
SCSI controller (PVSCSI). VMware recommends PVSCSI for better overall
performance.

Tip: The PVSCSI adapter reduces CPU utilization and potentially increases
throughput compared to default virtual storage adapters

Each VMDK can be a maximum size of 2TB minus 512bytes.

In addition to the recommended RAID6, shared SAN storage configuration,
and HNAS datastores, HCP-VM also supports the following for storage
configuration:

e Shared SAN arrays with virtual volumes created from Hitachi Dynamic
Provisioning (DP) pools. This configuration does not support thin
provisioning. The recommended best practice is to spread datastores
across multiple DP Pools so as to avoid resource contention and single
points of failure as much as possible.

e Shared SAN arrays with LUNs configured using Raw Device Mapping
(RDM) in vSphere® Client or vCenter™. The RDM is to be configured in
Physical Mode.

e Other devices like HNAS that export NFS v3 shares, which are mounted
and used as VMFS datastores.

o Itisrequired to use thick, eager zero when formatting NFS
datastores, so additional ESXi plug-ins may be required from your
vendor. Hitachi provides a VAAI plug-in that enables this
functionality on the HNAS platform.

Chapter 1: HCP system overview 3
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HCP-VM system components and architecture

o Itisrecommended to not have multiple datastores on the same file
system or the same underlying disk due to performance and
availability considerations.

o Follow the vendors best practice for configuring NFS datastores.

e RAID-protected storage that’s internal to the ESXi hosts. Each LUN
created from this storage corresponds to a VMFS datastore. This
configuration does not support vSphere High Availability (HA). The
underlying storage in this configuration must be RAID protected.

When varying from the recommended configuration, careful consideration
needs to be taken when planning the storage for an HCP-VM system. Many
factors such as: performance, availability, backup, security, ease of
management and data integrity. Ensure that you completely understand
failure scenarios, HDD failure rates, RAID protection levels, RAID rebuild
times, support windows, etc. Health of the systems must be monitored
closely with any failures serviced immediately so as to ensure underlying
storage does not fail.

For information on supported storage vendors and devices, see the
applicable VMware documentation.

Always follow the vendor’s best practices for configuring their storage in a
VMware environment.

HCP network connectivity

HCP-VM network connectivity is provided to the HCP guest OS by VMware
VMXNET3 or e1000 vNICs, VMware vSwitches, and dvSwitches. It is
recommended that the vNICs connect to a single vSwitch for Back-end
connectivity and a single vSwitch for Front-end connectivity. For VMXNET3
vNIC, the Back-end vSwitch must be configured to provide access to one
vmNIC and the Front-end vSwitch must be configured to provide access to a
different vmNIC. For e1000 vNICs, the Back-end vSwitch must be
configured to provide access to two vmNICs and the Front-end vSwitch
must be configured to provide access to a different set of two vmNICs. The
vmNICs are setup for NIC teaming for failover by default.

vSwitch and the physical network. NIC teams provide passive failover if
there is a hardware failure or network outage. In some configurations they
can increase performance by distributing the traffic across physical network
adapters.

9 Tip: NIC Teams are multiple physical network adapters sharing a single

4 Chapter 1: HCP system overview
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HCP-VM system components and architecture

Front-end network

HCP’s Front-end network is used for management of the system and client
access. For HCP's Front-end network, it is recommended that the ESXi host
will present two vNICs on a second pair of pNICs. Best practice is to have
those pNICs dedicated to HCP for greater redundancy and more consistent
performance.

When two NICs are not available for the Front-end network, it is possible to
operate HCP-VM with one NIC provided it has enough available bandwidth
to support data traffic and management access. It should be noted that in
the event of a failure of that single NIC, the HCP-VM node(s) that reside on
that ESXi host will not be available to clients, but will still be available to the
HCP-VM system through the Back-end network.

Storage network

HDS recommends that the VMkernel network be set up in a private network
or with a unique VLAN ID that provides network isolation.

Back-end network

HCP’s private Back-end network is used for inter-node communication and
data transfer between nodes.

Due to the inter-node communication, it is mandatory that the back-end
network is configured to allow multicast communication between all nodes
in the HCP-VM system. In most cases, it is not enough to just have
multicast enabled on the switch. There will most likely be additional
configuration parameters necessary to allow for the multicast traffic. Follow
the switch vendor documentation to configure the network to allow
multicast traffic between the HCP-VM nodes. It should be noted that it is
possible to deploy an HCP-VM system via the system installation program,
and not have multicast configured correctly. The processes that require
multicast communication are not active until after installation. When
multicast is not configured correctly, the HCP-VM system will attempt to
boot to its operational runlevel, only to fall back to a lower runlevel once
multicast communication fails.

For HCP’s Back-end network, it is recommended that the ESXi host present
two vmNICs which directly map to two physical NICs (pNICs) on the ESXi
host server. It is recommended the pNICs be connected to two physical
switches, on an isolated network, where pNIC-1 on all ESXi hosts connect to

Chapter 1: HCP system overview 5
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HCP-VM system components and architecture

the same physical switch (switch1) and pNIC-2 on all ESXi hosts connect to
the same physical switch (switch2). When using two physical switches,
there must be an inter-switch connection that allows connectivity for all
HCP-VM network ports on one switch to all HCP-VM network ports on the
second switch. The pNICs and the switches to which they are connected
should be isolated from all other networks in the customer environment.
The switches must be configured with spanning tree disabled, allow
multicast traffic, be at least 1GbE and should be dedicated to HCP to
guarantee data security and HCP reliability.

In the event that the HCP-VM back-end network travels over a public
network, it is strongly recommended that the HCP-VM system reside on its
own VLAN.

When two NICs are not available for the Back-end network, it is possible to
operate HCP-VM with one NIC provided that it has enough available
bandwidth to support data traffic and inter-node communication. It should
be noted that in the event of a failure of that single NIC, the HCP-VM node
(s) that reside on that ESXi host will not be available to the HCP-VM system.

Hardware monitoring and alerting

The HCP hardware based appliance has built in redundant hardware,
monitoring, alerting and failover behavior that cannot be leveraged in a
virtualized VMware environment. To maintain performance and data
integrity, it is recommended that all underlying hardware associated with
the HCP-VM system be treated as mission critical and monitored for
failures. Whenever Hitachi servers, storage and networking are part of the
HCP-VM system, it is recommended they be connected to HiTrack. Any non-
Hitachi equipment should be closely monitored using the vendor or
customer equivalent to HiTrack. Any failures in the HCP-VM infrastructure
must be corrected as soon as possible. Drive failures, in particular, should
be closely monitored given the possibility of lengthy RAID rebuild times.

HCP software

HCP-VM provides all the same (non-hardware specific) functionality as HCP
RAIN and SAIN systems. Datais RAID protected, and HCP policies and
services ensure its integrity and security and optimize its space used on
disk. The management and data access interfaces are the same as for RAIN
and SAIN systems. A small amount of features are not available in an HCP-
VM system because they are physical hardware based, so they are not
practical or feasible in a virtualized environment.

6 Chapter 1: HCP system overview
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HCP-VM system components and architecture

HCP upgrades

HCP v5.0 introduced HCP Evaluation edition for proof of concept (POC) and
test activities at HDS partner and customer sites. Upgrades from the
Evaluation Edition single node and Evaluation Edition multi-node to HCP-
VM are not supported. HCP-VM supports upgrades from the initial 6.0
release to future releases of HCP-VM.

HCP search nodes

HCP search has reached end of service life, therefore HCP search nodes are
not available for HCP-VM systems. As with physical HCP systems, this
functionality is provided by Hitachi HDDS Enterprise search products.

HCP-VM node failover (vCenter and vSphere HA)

If you wish to set up automatic failover in the event of an ESXi host failure,
HCP-VM requires an instance of the VMware vCenter server to be available
in the customer environment for enabling HCP-VM node failover. Failover
functionality is provided by a vSphere HA cluster.

A vSphere High Availability (HA) cluster lets a collection of ESXi hosts work
together to optimize their levels of availability. You are responsible for
configuring the cluster to respond to host and virtual machine failures.

Each ESXi host participating in an HCP-VM system will be configured to be
part of a single vSphere HA cluster in vCenter. This enables high availability
in cases where one or more servers or ESXi hosts fail. When the master host
detects a server or ESXi host failure, it can restart the HCP-VM node that
was running on the server or ESXi host that failed on other healthy ESXi
hosts in the cluster.

The master host monitors the status of slave hosts in the cluster. This is
done through network heartbeat exchanges every second. If the master
host stops receiving heartbeats from a slave, it checks for liveness before
declaring a failure. The liveness check is to determine if the slave is
exchanging heartbeats with a datastore.

The HCP-VM vSphere HA cluster will not be configured to automatically
move the failed-over HCP-VM node back to its original ESXi host once the
server or ESXi host is available. The HCP-VM system administrator will
manually shutdown the HCP-VM node, and the vCenter administrator will

Chapter 1: HCP system overview 7
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HCP-VM system components and architecture

manually move the HCP-VM node onto the preferred ESXi host and power
on the HCP-VM node. Once the node boots, it will re-join the HCP-VM
system.

In the case of network isolation, the HCP-VM vSphere HA cluster will be
configured to leave the HCP-VM node powered on. In this case, the HCP-VM
node will still be able to communicate over its private Back-end network
with the other HCP-VM nodes in the system. Just like in the case of a
physical HCP node, the HCP-VM node and the data it is managing will
remain available to the system through the Front-end of the other nodes in
the HCP-VM system.

The vCenter server used to configure the vSphere HA cluster of ESXi hosts
for the HCP-VM system can either be a pre-existing server in the customer
environment, or can be allocated as part of the HCP-VM HA cluster of ESXi
hosts. It is recommended (but not required) that the vCenter server be
separate from the HCP-VM HA cluster. The vCenter server can consume a
fair amount of resources on the ESXi host which could be utilized by the
HCP-VM nodes.

The rules for creating a vSphere HA cluster for use with HCP-VM are very
specific. If the HCP-VM system is to be added to an existing HA cluster,
ensure that the cluster is configured exactly to the specifications in this
guide.

Storage licensing

HCP-VMs come with a storage license that provides two terabytes of active
storage and a two terabytes of extended storage. If you need more storage
space, please contact your HDS sales representative to purchase more
storage license capacity.

If you upgrade HCP to version 7.1 or later, you receive an unlimited storage
license that applies to both active and extended storage for one year.

For more information about storage licensing, see Administering HCP.

8 Chapter 1: HCP system overview
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Configuration guidelines for HCP-VM

environment

This chapter describes the requirements and recommendations for
successful installation and operation of an HCP-VM system.

VMware supported versions

HCP-VM supports multiple versions of VMware. For more information on
supported VMware versions, see the HCP 7.3.1 Release Notes.

VMware supported functionality

HCP-VM supports the following VMware functionality:

vSphere HA cluster

The VMware tools package included in the HCP OS with HCP-VM 7.0.1.
This lets the HCP-VM node shutdown from the vCenter management
console. Pausing live migration, and other functionality enabled by the
inclusion of the tools package are not currently supported.

DRS may be used in a manual capacity to assist with VM to host affinity
as described in Appendix D.

Other failover capabilities provided by VMware such as vMotion, storage
vMotion, DRS and FT are not supported by this version of HCP-VM.

The following HCP features are specific to the physical HCP appliances (HCP
RAIN system and HCP SAIN system) and are not applicable to HCP-VM
through alternate means:
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Prerequisites and recommendations

Autonomic Tech Refresh: Provides the capability of migrating a VM to
a different host, this allows for server refresh. The raw storage layer is
obscured from HCP in the VMware environment; any storage refresh
would need to be handled at the VMware layer.

Zero Copy Failover: VMware HA replaces this capability by restarting
an HCP guest VM on a running ESXi host after it is lost due to an ESXi
host failure. This ZCF-like storage availability is provided by shared SAN
storage.

Specialized HCP LUNs

o Spindown, IDX (indexing) only: Spindown is not compatible with
the VMware environment. Indexing only LUNs are not available in
HCP-VM with this release. Shared index LUNs are standard as with all
other HCP systems.

HCP integrated HDvM monitoring: The raw storage layer is obscured
from HCP in the VMware environment, storage connected to HCP-VM
needs to be monitored at the customer site via their preferred
mechanism.

VLAN tagging: VMware's active-active NIC Teaming is designed for
load balancing and redundancy. Both physical NIC's must be configured
with the same VLAN tagging. Also, VMware vSwitch is a layer 3 switch
and will not route traffic out physical NICs per VLAN tagging. You cannot
configure physical vimmNIC2 to be tagged on VLAN 20 and physical
vmNIC3 to be tagged on VLAN 30 so that VMware will route HCP traffic
out the appropriate physical NIC.

Prerequisites and recommendations

10

HCP-VM supports both a standard configuration and a small instance
configuration. HCP-VM small instance configuration differs from the
standard in that it requires only 4 vCPUs and only 16 GB of RAM. For the
majority of use cases you will deploy your HCP-VM following the standard
configuration guidelines. However, if your use case for HCP is not a resource
intensive use case, you may wish to deploy your HCP-VM following the small
instance configuration guidelines. An example use case for a small instance
deployment is as follows:

Up to 5 tenants

Up to 25 namespaces
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Prerequisites and recommendations

e Assingle active passive replication link
e Ingest duty cycle: up to 12 hours per day, 5 days per week

Other factors may impact whether the small instance deployment meets
your performance requirements such as heavy MQE querying, or object /
directory counts above published maximums, etc. If your small instance
HCP-VM is not meeting your performance requirements it is recommended
that you reconfigure vCPU and RAM according to the standard instance
guidelines.

The following list is a composition of the prerequisite and recommended
hardware for deploying an HCP-VM system:

e Minimum of 4 HCP-VM nodes in an HCP-VM system
e Minimum 8 vCPU allocated per HCP-VM node (allocated in OVF)

e Minimum 32GB RAM allocated per HCP-VM node (allocated in OVF)

Note: HCP does not recommend over committing RAM . Over committing
RAM can degrade the performance of the HCP-VM system. If you still want
to over commit RAM, see the applicable VMware documentation for best
practices.

e Maximum 256GB RAM allocated per HCP-VM node (allocated in OVF)
e Shared SAN storage, RAID6 (Recommended)

e Minimum four 1.2TB LUNs allocated for default VMDK size deployment

Chapter 2: Configuration guidelines for HCP-VM environment 11
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HCP-VM system limits

NFS datastores: Recommended Volume Size

o Asdiscussed in VMware NFS Best Practice: “"The followingstatement
appears in the VMware Configuration Maximums Guide: “Contact
your storage array vendor or NFS server vendor for information about
the maximum NFS volume size.” When creating this paper, we asked
a number of our storage partners if there was a volume size that
worked well. All partners said that there was no performance gain or
degradation depending on the volume size and that customers might
build NFS volumes of any size, so long as it was below the array
vendor’s supported maximum. This can be up in the hundreds of
terabytes, but the consensus is that the majority of NFS datastores
are in the tens of terabytes in terms of size. The datastores sizes vary
greatly from customer to customer.”

Datastores cannot be shared across HCP-VM nodes or other non-HCP-VM
applications

Two physical NICs on each ESXi host in the vSphere HA
cluster dedicated for HCP-VM Back-end network (Recommended)

Two physical NICs available for the VMware management network for
vSphere HA (Recommended)

o HCP-VM Front-end will also utilize these NICs

Two port fibre channel HBA (or VMware compatible IO device) for shared
storage connectivity (when applicable)

ESXi requires a minimum of 2GB of physical RAM. VMware recommends
providing at least 8GB of RAM to take full advantage of ESXi features
and run virtual machines in typical production environments.

HCP-VM Small Instance configuration has the same prerequisites and
recommendations as listed above with the following exceptions:

Minimum 4 vCPU allocated per HCP-VM node (configured after OVF
deployment)

Minimum 16 GB RAM allocated per HCP-VM node (configured after OVF
deployment)

HCP-VM system limits

The HCP-VM system is limited to the following requirements:

12
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HCP-VM availability considerations

e 40 HCP-VM nodes
e 59 data LUNs per HCP-VM node (ESXi guest OS limitation)
e Two 500GB VMDKs minimum per HCP-VM node
e 3.66TB minimum usable per HCP-VM system
e Max open VMDK storage per host (ESXi Limitation)
o 5.0 update 2: 60TB
o 5.1 update 2: 60TB
o 5.,5:128TB
o 6.0:128TB
e HCP-VM supports 2TB VMDK for 5.0 and 5.1
e HCP-VM supports 16TB VMDK for 5.5 and 6.0

e HCP supported limits can be found in both the customer and authorized
HCP release notes.

HCP-VM Small Instance configuration has the same system limits as listed
above but is limited to a maximum of 16 HCP-VM nodes instead of 40.

HCP-VM availability considerations

To ensure continuous availability of the HCP repository, ((n/2)+1) nodes
must be running and healthy, where n represents the total number of
storage nodes in the HCP system. In addition, the HCP system is only
considered to be in a state of high availability if there is one HCP-VM node
per ESXi host. If you have multiple HCP-VM nodes per ESXi host, you risk
entering a state of metadata unavailability if any of your ESXi host fails.

The metadata unavailability state prohibits HCP namespaces from
accepting write requests, including requests to store new data or change
object metadata. Furthermore, the data stored in the affected nodes of your
HCP system cannot be accessed until the HCP system repairs itself. The
repair process can take between one and five minutes.
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If your HCP system is running in accordance to HCP best practices, the
HCP system can survive a single ESXi host failure without affecting
HCP functionality.

It is also important to consider that:

1.

Zero Copy Failover is not available with HCP-VM. For a namespace with
DPL 1, the loss of any single node will result in the data managed by that
node being unavailable for read until that node is restored.

o Data unavailability may be mitigated by replication to a second HCP
cluster.

. ESXi hosts must not be oversubscribed on CPU, RAM or Disk because

this can cause HCP system instability. It is expected that the ESXi
administrator monitors resources to ensure the host is not
oversubscribed.

To determine the physical sizing of the HCP-VM system, the end user must
take into account HCP minimum healthy running node rules above as well
as the physical limitations of the ESXi host. Using the information provided
in this guide, the end user should take into account their site requirements
for performance, availability, etc. HA is recommended, not required as it
may not be needed, desired or possible in all environments. The best
practice of a single HCP-VM node per ESXi host is recommended but not
required. The end user should assess the needs of their user community
and determine if they can achieve their agreed upon service levels in the
event of a failure of an ESXi node or nodes without HA enabled.
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Configuring the HCP-VM environment

This section will cover the steps required to provision the VMware
environment to be ready for an HCP-VM deployment. These steps include
the following:

e ESXi considerations

e Configuring vSphere HA cluster

e Configuring ESXi storage

e Configuring ESXi network

ESXi considerations

A customer may want to deploy the HCP-VM system on existing ESXi hosts
in their environment. Before attempting to do this, make sure the hosts
meet the minimum requirements for compute and memory cataloged in
Chapter 2: "Configuration guidelines for HCP-VM environment".

All ESXi hosts that will contain an HCP-VM node must have Network Time
Protocol (NTP) enabled. This is done from the vSphere client by clicking on
Time Configuration under Software on the Configuration tab on each
individual ESXi host.

0 Important: NTP must be enabled for each ESXi host individually.

Enabling NTP for the ESXi hosts

To configure ESXi hosts for NTP:
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16

. Access your vSphere client.

. In the left side navigation window, select the ESXi host for which you

want to enable NTP.

. In the right hand window, click on the Configuration tab.

. Under the Software section in the right hand window, click Time

Configuration.

. In the upper right hand corner of the right hand window, click on

Properties.

. In the In the Time Configuration window, select the NTP Client

Enabledcheck box.

. Click on Options.

@ Time Configuration I&

General l

Date and Time
Set the date and time for the host in the vSphere Client's local time.

Time: 30304 PM ==

Date: | Friday , March 01,2013 ~|

Mote: The hast will handle the date and time data such that the vSphere
Client will receive the host's data in the vSphere Client's local time.

MTP Configuration

Qutgoing Port: 123

Protocols: udp

IV NTP Client Enabled Options... |

QK Cancel | Help |
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8. In the NTP Daemon Options window, select Start and stop with host.

9. In the left side navigation bar, click on NTP Settings.

[ N
(%) NTP Daemen (ntpd) Options @
General
Status
MNTP Seti
stings Stopped
Startup Policy

(" Start automatically if any ports are open, and stop when all ports are dosed
{* Start and stop with host
" Start and stop manually

Service Commands

Start | |

0K | Cancel | Help |

10. In the NTP Serverssection of the NTP Daemon Options window, click Add
and enter the time server.

11. Select the Restart NTP service to apply changes checkbox.

12. Click OK and OK again in the Time Configuration window.

r N
(&) NTP Daemen (ntpd) Options &J

General

NTP Servers
NTP Settings

64,90.182.55

.| | |

[¥ Restart NTP service to apply changes

oK. | Cancel | Help |

13. Repeat the procedure with the same time server for all ESXi hosts that
will have an HCP-VM node.

Tip: Write down the NTP server used in your ESXi hosts so you can use it
for the HCP-VM installation.
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Configure vSphere HA cluster for HCP-VM (Recommended)

Configure vSphere HA cluster for HCP-VM
(Recommended)

18

A vSphere HA cluster lets a collection of ESXi hosts work together to
optimize their levels of availability. You are responsible for configuring the
cluster to respond to host and virtual machine failures.

Step 1: Creating a data center
To create a datacenter:

1. Access the vSphere Client.

2. In the vSphere client, under the Getting Started tab, click on Create a
datacenter.

12 et e N -
File Edit Vi tory Administration Plug-ins Help
B B |@ rome b gg mventory b Hosts and Clusters &=/ search Inventory Q
o B
(€ [hep-vm-veenter] hep-vm-veenter, 172.20.27.154 VMware vCenter Server, 5.1.0, 880146

Create adatacenter

Welcome to vCenter Server

You're ready to set up vGenter Server. The first step is
creating a datacenter

A datacenter contains all inventory objects such as hosts and
virtual machines. You might need only one datacenter. Large
companies might use multiple datacenters to represent
organizational units in tneir enterprise

Datacent
Recent Tasks Name, Target or Status contains: + Clear X
Name Target Status Details Initiated by vCenter Server Requested Start Ti...~ | Start Time Completed Time.

7] Tasks @ Alarms [Evaluation Mode: 60 days remaining _[root
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Configure vSphere HA cluster for HCP-VM (Recommended)

3. In the left hand navigation bar, enter a name for your HCP-VM
datacenter. Here is a good example name: HCP-VM center 1.

nventory b [ Hosts and Clusters [ seorch inventory Q

hcp-vm-voenter, 172.20.27.154 VMware vCenter Server, 5.1.0, 880146
). Dotacenters | Virtual Machines | Hosts | Tasks &Events | Alarms | Permis Maps

close tab [X]
Addahost

You have created a datacenter

The next step in setting up the vCenter Server is adding a
host to your datacenter. The datacenter must be selected to
add a host

4= Select your newly created datacenter [ st
s
in the inventory on the left

Name, Target or Status contains: + Clear X

Status Details Requested Start Ti.. < | Start Time Completed Time
© Completed 242013 3:13:48PM 2242013 3:13:48 PN 2/24/2013 3:13:48 PM
@ Completed 224{2013 1315 PN 2/24[2013 3135 PN 2/24/2013 3:13:15 PM

Evaluat

ion Mode: 60 days remaining _|root

Step 2: Add a cluster to the data center
To add a cluster:

1. In the Getting Started tab, click on Create a cluster. This will launch the
New Cluster Wizard.

2. In the New Cluster Wizard, enter a name for the cluster. Here is a good
example name: hcp-vm-cluster-1.
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Configure vSphere HA cluster for HCP-VM (Recommended)

3. Select Turn on vSphere HA.

0 Important: Do not click Turn on vSphere DRS.

A Note: DRS can be turned on later to define VM affinity to a particular host
or group of hosts. This function does not provide further automation of
failover. The settings described merely assist with keeping VMs on a
particular host, and alert if the rule cannot be followed. See appendix D for
details on the settings required.

4. Click Next.

Mew Cluster Wizasd

Cluster Features
‘What feabares do you wart b enable for Bes cusber?

Uu!l.erf.ﬂllm Hame

hcwTn <cuber - 1

iFeady o Complete Select the features you would e bo use with this dusfer.

¥ Tumn On vSohere HA

whphere HA detects fadures and provides raped recovery for the virtual madhnes
FurvIng veithin & duster, Core Amchioralty indudes host e v tual machine
monitoning be minimize downtime when heartheats cannot be detected.

wiphene HA must be burned on to use Fault Tolerance.

™ Turn On vSohere DRS

wiphere DRS erables wlenber Server to manage hosts &5 a0 aggregates podd of
ressunieg, Cusher rescuroes can be divided inlo smaler resource pools for users, groups,
and wrtusl machines.

wEphere DRS slo enables vCenter Server bo manage the acognment of virtusl machines

b hrits Butematebly, Suggiitg plaoemerl when v bl mbthned o0e poveered on, and
megrating runring virtual machines to balance load and eniforce rescurce allocation
pelicies.

viphere DRSS and Wihware EVC should be enabled in the: duster in onder b permt placing
& migrating Vi with Fault Tolerance turned on, during load halanang.

Help I '51-.'.-.|Hﬁ!tl c.u-ml

o
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7.

8.

Configure vSphere HA cluster for HCP-VM (Recommended)

Select the Enable Host Monitoring checkbox.

Select Enable: Disallow VM power on operations that violate availability

constraints.

Select Host failures the cluster tolerates and set the value to 1.

Click Next.

| whphere HA
‘What admission control do you wank to be enforoed on this duster?

Chter Faatres Host Monitoring Siatus

:rs-plmnll.k ESX hosts in s duster exchange network heartheats. Disable ths festre when performing
v Bl M obard it twork manienanoe thal may couse Bolabon resporses.
Vi onitoeing ¥ B Hout b

\ Ready to Comgle e
The wiphers HA Admesson onirol polcy determines the smount of duster capadty thatis
Eaut rechaces the nusber of Vs that can be nn,

(% |Enable: Cisallow VM power on sperations that vislsbe avalablity constraints

(7 Desablas Mlow VM Dot o Operations that volste svalshdty constrants

Ademipgon Conftrol Polcy
Spefy the type of policy that admsson control should enforos,

¥ Host falures the duster toberates: | LE:

= [Perceniage of custer nesources ﬁ,.
reserved a5 falover soare capadtys o o
25 My
e 0 heosts specified, Chok 1o edit,

[ ew e i R T N o

reserved for VM fadovers. Reserving more fadover capacity allows mone falures fo be tolerated

[ o | smcklnm_a_lwg
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Configure vSphere HA cluster for HCP-VM (Recommended)

9. Set the VM restart priority to Medium.
10. Set the Host Isolation response to Leave powered on.
11. Click Next.

| Hew Cluster

Yirtual Machine Options
'What restart opbons do you want o st for VMs in Shis duster?

I R eady b Complebe

Chmter Featres Set options that define the behavior of virtusl madhines for vSphere HiL
| Ehers HA
Wirtual Mashine Optisns Chuster Dt Settegs
e estar [EE -|
VMhalre EVC L EEIUNE z
N v sl Lacation Biost [sodabion response: |I'.==wc powered on .;l

Hext x
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Configure vSphere HA cluster for HCP-VM (Recommended)

12. Set VM Monitoring to Disabled.

13. Drag the Monitoring Sensitivity pointer to High.

14. Click Next.
(@ Newcwsterwizag RS S N [ |
e -
VM Honitoring

‘What monitoring do you want o set on virtual machines in this duster?

Chuster Feahres W Mgritoring Status
wSphers Hb VM Monitoring restarts indnidual Vs if their ViMware tools heartbeats are not received within a
Vs ol Mo Ot set bme. Apphcation Monitoring restarts Indnidual VWM If ther VWimare tools applcatior
e heartbeats are not received within a set tme,
hware EVC Morviorng: [T I - |
W i d =
v Swapfle Locaton
Ready to Complels Default Chster Settings
|
Monitoring sensitiity:  Low  ————— J Hgh

wSphene HA will restart the WM if the heartbeat between the host and the
W™ has not been received within a 30 second inberval, vSphere HA restarts
ths VM after sach of the frat 3 falures svery hour.

Help I 5 Bk Next > cancel |
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Configure vSphere HA cluster for HCP-VM (Recommended)

24

15. Select Disable EVC.

16. Click Next.

[ e e Wizars N =i ]|

VHware EVC
Do you want to enable Enhanced viotion Compatbdity for this duster?

Shie Parhion Enhanced viotion Compatibity (EVC) configures 3 duster and its hosts to maimize viotion
wSphere HA compatbdity. Once enabled, EVC wil also ensure that only hosts that ane compariible with those in
VHware EVC the chuster may be added to the duster.
Vi Swapfie Location
Ready to Complete

n ¥ Dizable EVC ™ Enable EVC for AMD Hosts " Enable EVC for Intel® Hosts

| VMware EVC Mode:  [Disabled B

Deseription

uahl 5M|H;|M|
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Configure vSphere HA cluster for HCP-VM (Recommended)

17. Select Store the swap file in the same directory as the virtual machine
(recommended).

18. Click Next.

(B e e N i |
Virtual Machine Swapfile Location
\Whach swapfle locabon policy should virtual machines use while in this duster?

C;’&:E:‘—'ﬁ Sweapfiie Pobicy for Virtual Machines

N—

.\-"-.l'.Eg L.IEI

VM Swapfile Location (% Store the swapfie in the same drectory as the virtual machine (recomemended)

Ready to Complate

l ™ Store the swapfie in the datastore spedfied by the host
If not possble, store the swapfle in the same drectory as the virtual machine,

A host specified datastore may degrade vMotion performance for the
affected virtual machines.

_ e | < Back bext 3 Concel |
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Configure vSphere HA cluster for HCP-VM (Recommended)

19. Review your preferences. Makes sure they adhere to this manual.

20. Click Finish to create the new cluster.

[ e e waar =gt ]|

Ready to Comphete
Revsew the selected options for this duster and cick Finesh,

Qﬂﬂ@;ﬂam The duster will be crested vith the folowrg optiors:
r—
rr— Custer Name: HCP VM _chuster_L
VI Swvapiile Location wSghere HA Host Manitoring: Running
||| Ready to Complete Admission Control: Enabled
L Admission Confrol Poboy: Humber of host falures duster tolerates

Host Falures Alowed: 1

WM Restart Prionty: Disabled

Host Isclation Response: Lewve powered on
wSphere HA VM Monitoring: Desabled

) Monitonng Sersitrvity: Hgh
Wiware EVC Mode: Cesabled

Virbual Machine Swapfie Location:  Same drectory as the virtual machne

> | o
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Configure vSphere HA cluster for HCP-VM (Recommended)

Step 3: Add ESXi hosts to the HCP-VM cluster

To add ESXi hosts to the cluster:

1. On the vSphere Client home page, select the cluster you created on the
left side navigation bar.

2. In the Getting Started tab, click on Add a host.

1) hep-um_center - vSphere Client T

File Edit View Inventory Administration Plug-ins Help

B B [@ rome »gg menoy b B Hosad Clsters | [y seorch mvemary [a]
+ &

EE A

1 () heprvm_veenter
2 [y nepumevcenter
iy [hep-vm-closter-t B Smmary (Virtual Machines [ Hosts [ Resource Allocation | Performance [ Tas!

hep-vm-cluster-1

Profile Compliance | Starage Views

close tab
What is a Cluster?

A cluster is a group of hosts. When you add a host fo a
Cluster, the host's resources become part of the cluster's

resources. The cluster manages the resources of all hosts =

within it Virtusl Machines
Cluster

Clusters enable the vSphere High Availability (HA) and &

vSphere Distributed Resource Scheduler (DRS) solutions. Iy

Basic Tasks

Datacenter
vCenter Server

vsphere Client

Explore Further

=] Learn more about clusters

| Learn more about HA and DRS

-| Learn more about resource pools

L

Recent Tasks MName, Target or Status contains: ~ Clear %
Name [status TDetails Tinitistedby | vCenter Server [ Requested Start Tio.— | Start Tme [CompletedTime |~
Y Create cluster @ Completed root 2/24/2013 10:50:20 2/24/2013 10:50:20 2/24/2013 10:50:20 .. g
¥ Remove cluster © Completed root 2/24/2013 10:49:32 2/24/2013 10:48x 2/24/2013 10; - i
&) Remavehost @ Ccompleted rost 2242013 10:49:23 . 2024/2013 10:49:23 . 202472013 10; . L
97 Tasks @ Mlarms |

[Evaluation Mode: 60 days remaining |root
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Configure vSphere HA cluster for HCP-VM (Recommended)

28

3. In the Add Host Wizard, enter the ESXi host connection information.

4. Enter the ESXi host Username and Password.

5. Click Next.

(&) Add Host Wizard

Specify Connection Settings
Type in the nformaten used to connect to ths host.

Conrection

Eniter the name or TP address of the host to add to vOenter,

Authorization

pcgounk fior its operations.

Host: [t7220.27. 102

Erter the admrestrathve scoount nfarmabon for the host. vSphere Chert vl
use Fhis information to connect to the host and establish a permanent

LUsermame: [root

Prasoword: l-unu“

[ ==
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Configure vSphere HA cluster for HCP-VM (Recommended)

6. Review the Host Information.

7. Click Next.
(@) Add Host Wizard [ESREE==)
Host Information

Riewtew the product information for the spefied hast.

Connection Settngs -
et iou have chosen to add the following host to vCenter:
Host Summary

Assion Lickrse Harme: 172.2027.102

ockdown Mode Vendor: HITACHI

. Mogdel; Compute Blade E55A2

e S e Vershon: Whware ES0 5,10 bulld-7945733

wirtual Machines:
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Configure vSphere HA cluster for HCP-VM (Recommended)

30

8. Enter the license information for the ESXi host if it doesn't have any
assigned.

9. Click Next.
(2) Add Host Wizard [ESEEN=5=)
Assign License

ASEN &N EXSTNG oF & new boense key to s host,

Conmection Settngs

Host Surmany i Assign an gaisting boense key fo this host

“f""":' _‘u,“l,x'ﬁ“ Product [ available|
-\:.ad v".- C:.V"'.:-:!.-: = Evaluation Mode

@] (Mo Licensekey)

™ Aesign & pew boenes key b this et

| | |

Froduct:  Evaluation Mode
Capacity: -

Avalable: -

Epire: 424/2013
Label:

uebl gmlmulcmodl
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Configure vSphere HA cluster for HCP-VM (Recommended)

10. Select Enable lock down mode if you want to prevent remote users from
logging in directly.

S Note: The decision to implement lock down mode should be made by the
customer.

11. Click Next.

(&) Add Host Wizard = |

=)

Configure Lockdown Mode
| Spedfy whether lodadown mode is to be enabled for Bus host.

Lockdown Mode
l_\_l:.-._-lﬂ____'_.'h;l:::: ‘When enabled, lockdown mode prevents remote users from logging directly

into this host. The host will only be acoessible Shrough local console or an
Ln-dndu#nﬂode suthorized ceniralized management applcabon,
If you are unsure what i do, leeve this bax uncheded, You can configure
lockdown mode later by navigating to the host's Configuration tab and
editing its Searity Profie.

I Enable Lodadown Mode

‘ Help | % Bk | Mt = I Cancel |
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Configure vSphere HA cluster for HCP-VM (Recommended)

12. Review your choices. Make sure they adhere to this guide.

13. Click Finish to add the ESXi host to the vSphere HA cluster.

(2 Add Host Wizard [= | o ]

Ready to Complete
Review the cpbons you have sebected and ciok Finish o add the host,

Revew e summary snd dick Fresh.

BT Host: 172.20.27. 102
s Verson: Whinane ES0 5. 1.0 bold- 799733
Ready to Comphete Hetwarics: Wi Metwork
Datastores: datastore 1

Lodudoven Mode: Disabled

| A

14. Repeat Step 3 for all other ESXi hosts in the system.

After completing the configuration, it should be performed for all other
ESXi hosts in the system.

a Note:

The number of ESXi hosts cannot exceed 32 (vSphere 5.0/5.1/5.5 HA cluster
limitation).

If the number of hosts exceeds 32, a second vSphere Ha cluster needs to be created
with the same settings in the same instance of vCenter.

The ESXi hosts should be balanced between the two clusters.

At this point, all hosts could have an alert that there aren't enough heartbeat
datastores.

©  This can be verified by clicking on the host, selecting the Summary tab, and
observing the Configuration Issues at the top of the page.
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Provisioning HCP-VM storage

When provisioning storage for use with HCP-VM, be sure to review and
follow the ESXi Storage Guide (ex 6.0: vSphere Storage for ESXi 6.0 and
vCenter Server 6.0) as well as the relevant storage vendor's VMware best
practices guide.

Its possible to provision HCP-VMs in a local storage or shared SAN storage
configuration. Local storage is not recommended due to its increased data
availability risk. For that reason, it is recommended to set your Data
Protection Level (DPL) to two on a local storage configuration. For more
information on DPL, see Administering HCP.

The following are guidelines for provisioning shared SAN storage for use
with HCP-VM with the recommended configuration:

e Datastores used for HCP-VM nodes must be backed by shared RAID6
storage.

e Each datastore should only consist of one LUN.
e HCP-VM nodes cannot share datastores.
e All LUNs will be mapped to ESXi hosts in the vSphere HA cluster.

e All LUN IDs must be consistent across hosts. For example, LUN 1 should
be mapped to host 1, host 2, host 3 and host 4 as LUN 1.

o Thisis also true for VMDK and RDM.

o For Network File System (NFS), all ESXi hosts must mount the
export with the same datastore name.

e All SAN LUNs will have at least two paths (multipathing) presented to
the ESXi host.

e If fabricis connected, redundant FC switches will be deployed as part of
the HCP-VM storage environment to ensure maximum availability.

o To ensure maximum data security, it is recommended to use WWN
zoning (not port) for HCP-VM Zones.
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e If loop is connected, redundant controllers must be provisioned for the
HCP-VM storage environment to ensure maximum availability. Do not

use different ports on the same array controller.

e The HCP-VM VMDK OVF is configured with a 32GB OS LUN and two

500GB data LUNSs.

(¢]

The diagram below illustrates a sample SAN layout for VMDK and RDM. The

Due to overhead (VMware, HCP system), you must configure 1.2 TB
per LUN for each VMware datastore when using the default VMDK

size in the VMDK OVF.

If the VMDK sizes included in the OVF need to be changed, refer to

appendix C, Appendix B: "Changing the VMDK target size"

number of storage controller ports dedicated to an HCP-VM system is

dependent on the capabilities of the storage array. For HDS mid-range

storage the best practice is to spread host access across all cores.

Consult the storage vendor documentation for sizing and configuration

options.

Fibre Channel Connectivity

LUNs

11
12
13

RAID Array

HLUN-LUN HLUN-LUN
0-10 0-10 PortD
1-11 1-11
2-12 2-12
3-13 3-13
Port1
ESXi1
HLUN-LUN  HLUN-LUN
0=-10 0-10 Part 0
1-11 1-11
2-12 -12
3-13 3-13
Port1
ESXI2
Cerl 0
HLUN-LUN HLUMN-LUN
o0-10 0-10 Port O Culd
1-11 1-11
2-12 2-12
3-13 3-13
Port1
ESXi3
HLUN-LUM  HLUN-LUN
0=10 0=-10 Port 0
1-11 1-11
2-12 2-12
3-13 3-13
Port 1
ESXi4
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Provisioning HCP-VM storage

Zone name

Zone member wwpn

Zone member wwpn

HCP_VM_cluster_1_path_1

Storage controller 0

ESXi_hostl_port0

Storage controller 0

ESXi_host2_port0

Storage controller 0

ESXi_host3_port0

Storage controller 0

ESXi_host4_port0

FC Switch 2, HCP-VM path 2

Zone name

Zone member wwpn

Zone member wwpn

HCP_VM_cluster_1_path_2

Storage controller 1

ESXi_hostl_portl

Storage controller 1

ESXi_host2_portl

Storage controller 1

ESXi_host3_port1

Storage controller 1

ESXi_host4_portl

e Sample BrocadeZone containing four ESXi host WWNSs, port 0 and a

single a

[ colo-011_sec - Zone Administration

R —

rray port on a HUS-VM.

Fie Edi View ZoningActions Tools

B9 New -  ResourceView * % Refresh ~  Enable Config

Alias | Zone | Zone Config

Name ‘cozk_sec

Save Config Clear All

| New Zone Config| Delete| Rename| Clone| Analyze Zone Config| Device Accessibiity

HMember Selection List

Zone Config Members.
# Search

£ Search

G [El Zones
B B HeP v ESXi USP VM CLS.

B & wwis
B @ Emulex Corporation 10:00:00:00:cS:a1:95:99

B @ Emulex Corporation 10:00:00:00:c3:b2:13:3f
B @ Emulex Corporation 10:00:00:00:c3:bb:f7:Tb
Bl £} Emulex Corporation 10:00:00:00:c8:c3:d4:27
B} &) Htachi Computer Products (Americal, Inc. 50:06:0¢:80:

28] "HTACHI DISK-SUBSYSTEM 73017

B bak_bo_p1

B bak_p1_p1

BT bzk_bz_pt

B bak_b3a_p1

[ colont6_fé_u3g_pt

] colon1s_8_u4n_p1

2] colod16_h6_u2g_pt

E colod16_hs_u2s_p1_24rray
] colov16_he_uze_p1_sarray
[ colod16_hé_uzn_pt

] colon16_n6_u3n_p1_zArray
1 colod16_ns_u3n_p1_34ray
] colod16_h6_u31_pt

[ colo016_h6_u31_p1_zArray
[ colod16_hs_u31_p1_3Array
2] colod16_hs_u32_pt

[ colod16_hs_us2_p1_24rray
2] colov1e_ne_u3z_p1_sarray
[ colod16_hs_u3a_pt

] colon16_n6_u3a_p1_zarray
1 colod16_ns_u33_p1_34may
[ colod16_h6_u34_pt

HEHEHHBEHBEHEHBEHEEHEGHBEHE

[42] "Emulex LPe12002-M8 F\'1.10A5 DV.2.2.126.51
[ 142 "Emuiex LPe12002-M8 FV1.10AS DVB.2.2.126.5
[ 142 "Emulex LPe12002-M8 FV1 1045 DV8.2.2.126.5
[ 142 "Emulex LPe12002-18 FV1 1048 DVE22.126 5

B &3 Hitachi Computer Products (America), Inc. 50:06:0¢:80:13:27:46:70

E [E] HCP_VM_ESXi_USP_VM_CL8_A
-
-
0

0
13:27:46:70

Current View: Fabric View

Switch Commit Messages:
Zone Admin opened at Tug Feb 26 2013 09:12:38 GMT=00:00

Loading information from Fabric... Done
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& Effective Zone Config: cb2k_sec

| 192.168.203.251 | ADO | User: admin | Role: admin | @
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e Sample HostGroup / LUN layout displaying the same LUNs mapped with
the same HLUN to each ESXi host.

e This example assumes ESXi OS LUN has already been provisioned, but it
can be provisioned from the SAN as well.

o In the case of the OS LUN being provisioned on the SAN, only the
ESXi host that is booting from the LUN should be granted access.

Array path 1

Host Group Hosts HLUN ArrayLUN VMware datastore
Name
HCP_VM_ cluster_ ESXi-1 1 10 hcp-vm_cluster-1_
1_path_1 node_1 datastore_1
ESXi-2
2 11 hcp-vm_cluster-1_
ESXi-3 node_2_datastore_1
ESXi-4 4 12 hcp-vm_cluster-1_
node_3_datastore_1
5 13 hcp-vm_cluster-1_
node_4_datastore_1

Array path 2

Host Group Hosts | HLUN | ArrayLUN VMware datastore
Name
HCP_VM_ ESXi-1 1 10 hcp-vm_cluster-1_node_1_
cluster_1_path_ datastore_1
2 ESXi-2
2 11 hcp-vm_cluster-1_node_2_
ESXi-3 datastore_1
ESXi-4 |4 12 hcp-vm_cluster-1_node_3_
datastore_1
5 13 hcp-vm_cluster-1_node_4_
datastore_1

This following image is an example of Storage Navigator view showing four
datastores and LUN masking.
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S Note: Note that the same HLUN/LUN combination is assigned to all ESXi

hosts.

"2 Create LDEVs 3

f Create LDEVs HITACHI

= 3.Select Host Groups >  4.View/Change LUN Paths  * 5.Confir

The LUN IDs are automatically set, but you can change a LUN by clicking Change LUN IDs. You must first select the check box for the hest group (in the table subheading) you vant to changs.
=nd select LDEVS you want to changs and then click Changa LUN 1D=. Click Finish to confirm the LUN paths.

Lutis:
Added LUNs
(_) ON (s) OFF | Select All Pages options w [[1|[ ] 1 41 |m| ]
. LUN ID(8 Sets of Paths)
Parit Previ
LDEV ID LDEV Nzma Group | Pool Hame (ID) Capacity sent i cL7- cLy- cL7- cL7- cLe- cLe- cLe- cLs-
o b ute | L avesxii | ] asesxii | [ a/esxii | ] a/esxi_ | [ ] asesxi_ | ] asesxii | ] asesxii | [L] A/ESXI_
Typa blade_0 blade_1 blade 2 blade_3 blade_0 blade_1 blade 2 blade_3
00:00:2C | HCP-VM_nods_1_datastore_1 hus¥M_peol(0) 1228.80 GB | DP 1 1 1 1 1 1 1 1
00:00:2D0 | HCP-VM_node_2_datastore_1 husVM_pool(0) 1228.80 GE DB 2 2 2 2 2 2 2 2
00:00:2F | HCP-VM_node_3_datastors_1 husvM_paal(0) 1228.80 GB | DP 4 4 4 4 4 4 4 4
00:00:30 | HCP-VM_nods_a_datastors_1 husvM_posl(0) 122880 GE DR s s s s s s s s
Selected: 0 of 4 | Change LDEV Settings || Change LUN IDs |
| 4 Back | | mexth | | Finish || Cancel || Help |

Add datastores to vSphere HA cluster

It is recommended to have only one LUN from a RAID Group in the HCP-VM
system. Adding multiple LUNs from the same RAID Group increases the risk
of data loss in the event of a failure.

A datastore can only be set for one HCP-VM node, but each HCP-VM node
can have multiple datastores.

During the initial OVF deploy, three VMDK’s will be created from the initial
datastore space. One 32GB OS LUN, and two 500GB data LUNs.

Currently, 2TB is the largest a disk can be in an HCP-VM system using

VMware 5.0 and 5.1 VMDKSs. The largest a disk can be in an HCP-VM system
using VMware 5.5 and 6.0 is 16TB.
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Here is a visual depiction of the cluster layout.

HCP-VM Node 1

HCP-VM Node 1
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To add datastores to vSphere HA clusters:

1.

2.

12 hep-vm_vcenter - vSphere i

Access your vSphere Client.

In the left side navigation bar, click on the top ESXi host in your HCP-VM
cluster.

In the right side window, click on the Configuration tab.
Click on Storage under the Hardware section.

In the Datastores section, click on Add Storage, located at the top right of
the window.

File Edit View Inventory Administration Plug-ins Help

EJ |@ Home b g tventory b [l Hostsand Clusters (8= Search Inventory Q

a @ %

B [ hep-vm_veenter
2 hcp-wm-vcenter
5 Bl hep-vm-cluster-1
[ [172.20.27.102
B 172.20.27.104
[ 172.20.27.106
[ 1722027.108
(3 HCP-VM_vCenter Server Appliance

Recent Tasks

172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)

Getting Started | Summary [ Virtual Machines | Performance [(SRGRIREIT T Tasks & Events | Alarms | Permissions | Maps | Storage Views | Hardware Status

Hardware View: [Datastores Devices
Pracessors Datastores Refresh  Delete W Rescan Al...
Memory Identification - | Status Device Drive Type Capacity Fres  Type Last Update Alarm Actions Storag

@ datastorel @ Normadl  HITACHIFibreC.. Non-S 10.00 GB 9.19GB VMFSS  2/25/2013 1:47:27PM  Enabled Disable
Metworking @ vcenter_datastore & Normal HITACHIFibreC..  Non-S& 199.75GB  10570GB VMFSS  2/25/2013 1:47:27 PM Enabled Disabl

Storage Adapters
Hetwork Adapters
Advanced Settings

Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Power Management

Virtual Machine Startup/Shutdown
Virtual Machine Swapfie Location
Security Profile

Host Cache Configuration

System Resource Alocation
Agent VM Settings

Advanced Settings <[ . v

Datastore Details Froperties...

Name, Target or Status contains: ~ Clear X

Name
¥ RescanVMFS
¥ RescanVMFS
¥ RescanVMFS

¥ Tasks @ Mlarms

Status Details Initiated by | vCenter Server Requested Start Ti... — | Start Time Completed Time -

@ Completed System 2/25/2013 1:47:13PM 2f25/2013 1:47:13PM  2f25/2013 1:47:19 PM [}
@ Completed System 2/25/2013 3PM 2/25/2013 PM
@ Ccompleted System 2/25/2013 1:47:13 M 2/25/2013 1:47:13PM 2/25/2013 1:47:17 FM a8

[Evalustion Mode: 60 days remaining _|rcot
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6. In the Add Storage window, select Disk/LUN.

7. Click Next.

(@ Add Storage = | =

Select Storage Type
Soeaify if you want 1o farmat & rew volume of ue & shared foider over the retwerk,

Storage Type
= Disk/LUN
Create a datastore on a Fibre Channel, (5051, or local SCS1 disk, or mount an exdsting Y5 volume.

" Metwork File System
Chiose this opbion if you veant to create a Network Fle System.

4, Addng a datastore on Fbre Channed or 052 will add thes datastore to all hosts that heve access
i the starsos medis,

| ot | ] oot |

Ein.
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8. Select the appropriate LUN in the list.

9. Click Next.

() Add Storege —
Select Disk LUN |
Siect 3 LUN to oneate 5 datagtone o expand the aurent one

= m;:ln Disk /LN Name, Identifier, Path ID, LUN, Capacty, Expandable or VMFS Label ¢.. = [ Clea
Fie Syglem Vermon Hame | Path 1D | UM | Drive Type | Capacty |
Currerd Dk Layo (n90.5... T 1 Hon-s
Pri
I F:“_:',":; HITACHIFibre Channel Disk (naa.6..  vmhbaliCHTEL2 2 oS50 12078
P HITACHIFibre Channel Disk (naa.6..  vmhbaZ:0o:T0:d 4 HonS5D 12078
HITACHIFibre Channel Disk (naa.5...  vmhbAaZiOHTIELS 5 Hon-SSD 12078

I:bml _qead:”ﬂsd.l_-lcumdl

10. Select VMFS-5.

11. Click Next.

(&) Add Stermge S—
File System Version |
Spedify the version of the VMFS for the datastore

B skl File System Version
alect Digk N & VMFSS
File System Version Select this ation o ensble additionsl capabiites, such as 2TB-+ sppert,
f:'”"“":"-"'"‘- VMFS.5 is nok supgorted by hsts with am ESY verson older than 5.0,
i oper bes
Farmatsng T YMF5-3
Feady to Complete Sedect this option if the datastore will be sccessed by legacy hosts.

I:Inl 5M|lmz|w|
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12. Review the the Current Disk Layout information.

13. Click Next.

() Add Storage — l;g@“
‘Current Disk Layout
Yini £A0 pAFEBON and frmat the entre device, S ee SDace, oF B Sgle blsck of free space,

2 el Review the curent dsk layout:
Sabaect Dk LN
Pl SyEtEm Vergon Dewice
HITACHI Fibrg Channel Digh (s Non-S50 LTE 1.20TE
|
Jurafs fdevic s fdis ks fnaa A0080eA0 1327480050202 7460000002
l
Unknoamn
I
il Thee el cheske b= blarke,

Thene is only one byout configuraiion avalable. Use the Hext button to progeed with the other wizard
pages.

A partition will be created and used

o | oot |[ ez ] conce |

F:

14. Enter a meaningful name for the datastore. A good example name is:

hcp-vm cluster 1 node 1 datastore 1.

15. Click Next.

(5 Add Storage — [P
—
Properties

Specify the properiies for the dataiore

Enier & datasbone name

[hcp-vm_chaster-1_node_1_datmstore_i]
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16. Select Maximum available space.

17. Click Next.

() Add Storage

DHeske /LU - Formatting

[E=EE)

Specify e saximum fle sive and capadty of the datastore

Capadty
% Maimum pvadable space
" Custom space setting
[1228.50 =] 8 of 122880 G avalsble space

$I < Back II Mt > I Cancel I
_ 4
18. Review the Disk layout and File System information.
19. Click Finish to create the datastore.
[ Add Stocage e | E ]
Ready to Complete
Bueview Bhe disk Lyout and dick Finish b0 add storage |
B Rk sk layout:
Ready bo Comp
Drewice
HITACHI Fibre Channgl Digk (2p).... Mom-SSD L0 1
| Jarsfs [devices\disks fnaa A008 0801 3P4 0080 M0 PEEBHO000 2
|
| ST
i) Primary Partitions.
1 WMFS (HITACHI Fibrg Channel Digk . 20Te
1 A
' [Fibe system:
Properties
Datastore name: hep-vm_duster-1_nod...
Formakting
Fie system; vmifs-%
| ook size: 1ME
| Muaimurn fle size: 2.00TE
_ p
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The datastore should now be initialized and mounted. If it is, then in the
Recent Tasks section, at the bottom of the vSphere Client, a Rescan VMFS
alarm should be issued for all other ESXi hosts in the cluster.

The new datastore should be automatically added to the inventory of all the
other ESXi hosts.

) e yeenter - gnere Clent L 2 i
File Edit View Inventory Administration Plug-ins Help
‘Q Home b gf Inventory b [l Hosts and Clusters H@j- Search Inventory ‘Q|
+ oy
# @ ¥
Bl (5 hcp-vm_veenter 172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)
& [ hep-vm-voenter
= [l hep-vm-cluster-1 Getting Started | Summary | Virtual Machines | Performance (R TE . Tasks & Events | Alarms | Permissions | Maps | Storage Views | Hardware Status
172.20.27.102
% 172.20.27.104 Hardware View: |Datastores Devices
[B. 172.20.27.106 Processors Datastores Refresh  Delete  Add Storage...  Rescan All..
% ;11-3’;121 . Memary Tdentification | Status [ Device [ Drive Type [ Capacity | Fres | Type | LastUpdate ]
- nter St
. » Storage B datastorel & Normal  HITACHIFibreC.. Non-59 100068 9.04GB VMFSS  2/25/2013 8:25:44 PM
Networking @ hcpvm_cluster-1_node_1_datastore_1 & MNormal  HITACHIFibreC.. Non-SSD 120 TB 12078 VMFSS  2/25(2013 8:25:44 PM
Storage Adapters @ vCenter_datastore @ Normal  HITACHIFibreC.. Non-5 19975GB 10570 GB VMFSS 2252013 8:25:54 PM
Network Adapters
Advanced Settings
Fower Management
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services o ™ S
Fower Management
virtual Machine Startup/Shutdown Datastore Details Properties...
Virtual Machine Swapfile Location
Security Profile
Host Cache Configuration
System Resource Allocation
Agent VM Settings
Advanced settings
< I ’
Recent Tasks Name, Target or Status contains: = [ Clear X
Name | Target | status | Details | Tnitiated by | wCenter Server | Requested Start Ti...< | Start Time | Completed Time |
&Y RescanVMFS B 1722027108 @ Completed System v 2/25/2013 8:25:44 P 2(25/2013 B:25:44 PM 2/25/2013 8:25:46 PM E
¥ RescanVMFS B 1722027106 @ Completed System 2/25/2013 8:25:44 PV 2/25/2013 B:25:44 PM 2/25/2013 8:25:47 PM
&Y RescanVMFS @ 1722027.104 @ Completed System vm_v 2/25/2013 8:25:44 PV 2(25/2013 8:25:44 PM 2/25/2013 8:25:46 PM L
> u

Repeat the adding storage procedure for the other datastore LUNs with all
the same values and verification except for the datastore name.
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Here are examples of other identifiable datastore names you can use:
® LUN2 = hcp-vm cluster 1 node 2 datastore 1
® | UN4 = hcp-vm-cluster 1 node 3 datastore 1

® |UN5 = hcp-vm-cluster 1 node 4 datastore 1

g ==
@ Add Slig_e - o | ]
Select Disk/LUN
Select 8 LUN to create & datagione of expand the curent one
= 5-:I|:1:l L Narme, Tdentifiar, Path ID, LUM, Capacity, Expandable ar VMFS Label c.., =
Filt Syt vers Name Path ID LUM - | Drive Type Capacity
HITACHIFibre Channel Disk (naa.5..  wmhbal:0kT0:L2 2 MNoa-550 12078
e HITACHIFibre Channel Disk (naa.f.. wmhbaZ:0kTl:4 4 Nos-S50 120 TE
HITACHIFibre Channel Disk {naa.5..  wehbaZ:Cl:T0:LS 5 Mos-S30 120 TE
[} ] L}
Help I < Back I Pt > Cancel

Once everything is completed, select the ESXi host and go to the
Configuration tab. Click on the Storage under the Hardwaresection. Each
ESXi host should appear with all datastores tagged with a normal status.
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12 e scenes - sher et T
File Edit View Inventory Administration Plug-ins Help

[y vome b g iventory b Bl Hosts and Clsters | (g8l seen ventory ]
+ g
8 € ¥
B [z hep-vm_veenter 1.0,799733 | Evaluation (59 days rema )
& [ hep-vme-veenter
= [y hop-vm-cluster-1 Getting Started | Summary | Virtual Machines | Performance [[CUGFUZTELN. Tasks & Events | Alarms | Permissions | Maps | Storage Views | Hardware Status
172.20.27.102
E 172.2027.104 Hardware View: |Datastores Devices
[H 172.2027.106 Processors Datastores Refresh  Delete  Add Storage...  Rescan All...
% :‘g‘ﬁzﬁl s Memory Identification | Status | Device | Drive Type | Capacity | Free | Type | LastUpdate |
- nter St
- a datastorel & Normal HITACHIFibreC...  Non-53D 10.00 GB 9.14GE VMFS5 2/25/2013 8:34:52 PM
Networking i@ hep-vm_cluster-1_node_1_datastore L @& Normal HITACHIFibre C... Non-SSD 1208 120 TB VMFSS 2/25/2013 8:34:56 PM
Storage Adapters @ hep-vm_cluster-1_node_2_datastore 1 @ MNormal HITACHI Fibre C... Non-S&D 12078 120TB VMFSS 2/25/2013 8:34:56 PM
Network Adapters | & hep-vm_cluster-1_node_3_datastors 1 & MNormal  HITACHIFibreC.. Non-5 12078 12078 VMFSS  2/25/2013 8:34:56 PM
Advanced Settings i@ hep-vm_cluster-1_node_4_datastore 1 @& Mormal HITACHI Fibre C...  Non-SD 120 T8 120 TB VMFSS 2/25[2013 B:34:56 PM
Fower Managament B vCenter_datastore & MNormal  HITACHIFibreC.. Non-5 199.75GB 10570 GB VMFSS  2/25/2013 8:34:56 PM
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services o = o
Power Management
Virtual Maching Startup/Shutdown Datastore Details Propertiss. .
Virtual Machine Swapfile Location hep-vm_cluster-1_node_3_datastorel 1208 Capadty
Security Profile Location: fvmfsfvolumes/512c10d1-74ac3f6b-641c-0025905898e2
Hardware Acceleration:  Supported 979.00M5 M Used
Host Cache Configuration 12078 O Free
System Resource Alocation Refresh Storage Capabilites
Agent VM Settings Svstirjn zmr;ge cEpamhty:bT NfA
Advanced setings User-defined Storage Capabiity: N/A
Path Selection y
Fixed (Winare) Properties Extents Storage 1/ Control
Volume Label: hep-vm_clus.. HITACHI Fibre Channel Disk.. 120 TB Disabled
paths Datastora Name:  heg-vm_cus. Total Farmatted Capacity 120 TB
Total: 5 Formatting
Broken: 0 File System: VMFS 5.58
Disabled: 0 Block Size: 1M
el n r
Recent Tasks Name. Target or Status contains: - Clear X
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti... < | Start Time | Completed Time | -
&Y Rename datastore @ hep-vm_cluster-1_node.. @ Completed root 2/25/2013 8:3%:56 PM  2/25/2013 8:3%:56 PM  2/25/2013 8:34:57 PM ()
&Y RescanVMFS B 1722027108 @ Completd System 2/25{2013 8:34:22 PM  2/25/2013 8:34:22PM  2/25/2013 8:34:24 PM
#Y RescanVMFs B 17220.27.108 & Completed System 2[25/2013 8:3%:22PM  2/25/2013 8:34:22PM  2/25/2013 8:34:25 PM i

[¢7 Tasks @ Alzrms

[Evaluation Mode: 59 days remaining [reot

Alert should no longer appear for each ESXi node because there are now two
datastores available for heartbeating.

Next, click on the Configuration tab, and click on Storage Adapters under the
Hardware section. Make sure that the Operational State is Mounted for both
paths.
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Path 1

T

File Edit View Inventory Administration Plug-ins Help

@ vome > g mmventory > Bl Hosts and Clasters

| g8l Search Inventory ‘Q‘
+ +
& & 8
172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (58 days remaining)
Summary | Virtual Machines | performance Tasks & Events | Alarms | Permissions " Maps | Storage Views | Hardware Status
Hardware Storage Adapters Add... Remove  Refresh  RescanAl..
Processors Device [ Type [ wwn |
[ . ICH10 2 port SATA IDE Controller
Storage & vmhbat Block SCST
Networks @ vmhba33 Bloek SCSL
letworking
o Aj " ICH10 4 port SATA IDE Controller
* Storage Adepters @ vmhbao Block SCSI
Network Adapters @ vmhosi2 Block SCsT
Advanced Settings LPe12000 8Gb Fibre Channel Host Adapter
Power Management (@ wmibez Fibre Channal SR JE
1:95:99 1:95:59
o @ vmhba3 Fibre Channel
Licensed Features
Time Configuration
DNS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdonn
Virtual Machine Swapfile Location
Seaurity Profie
Host Cache Configuration
System Resource Alocation
Agent VM Settings
Advanced Settings
Details
vmhba2
Model:  LPe 12000 8Gb Fibre Channel Host Adapter
w 1:95:5% 119515
Targets: 1 Devices: 6 Paths: 6
View: [Devices FPaths
Name | Identifier | Runtime Name | Operational State | LUN | Type | Drive Type | Transport | Capacity | Owner | Hardware
'HITACHIFibre Channel Disk {naa.60060e80132746005020... _naa.60060e8013274600. Mounted [ disk  NonSS)  FibreChannel  15.00 GB_NMP Supported
HITACHI Fibre Channel Disk (naa.60060e80132746005020...  naa.50060€8013274600 Mounted 1 dsk  Non-S  FibreChannel 12076 NMP Supported
HITACHI Fibre Channel Disk (naz.60050¢80132746005020..,  naz.50060€8013274600.., Mounted H disk  Non-S  FibreChannel 1207 NMP Supported
HITACHI Fibre Channel Disk (naa.60060¢80132746005020...  n2a.50060e8013274600.. Mounted 3 disk  Non-S®  FibreChannel  200.006 NMP Supported
HITACHIFibre Channel Disk (na2.60060¢80132746005020...  n32.60060€8013274600 Mounted 4 disk  Non-SS)  FibreChannel 12078 NMP Supported
HITACHIFibre Channel Disk (naa.60080¢80132746005020...  na2.60060€8013274600 Mounted 5 disk  Non-s  FibreChannel  1207E NMP supported
< i »
CN ™
Recent Tasks Name, Target or Status contains: ~ Clear X
Name Target Status | Details | nitiated by | vCenter Server Requested Start Ti... = | Start Time. | Completed Time |

7 Tasks @ AMlarms |

[Evaluation Mode: 53 days remaining _ root
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Path 2

2 b s s . o5

File Edit View Inventory Administration Plug-ins Help

B EJ &y rome b g8 Irventory b [l Hosts and Clusters F« sea Q
ining)
| Tacks & Events | Alarms | Permi s | Maps | Storage Views | Hardware Status
Hardware Storage Adapters Add... Remove Refresh Rescan All...
[ Device Tyoe W
vemary ICH10 2 port SATA IDE Controller
Storage & vmhba1 Block SCSI
Networing @ wmhba33 Block SCS1
ICH10 4 port SATA IDE Controller
» storage Adapters @ vmhba BlockSCsl
Network Adapters @ vmhbas2 Block sCsT
Advanced Settings LPe12000 8Gb Fibre Channel Host Adapter
Power Management @ vmhba2 Fibre Channel :21:95:98 1:85:88
= [ vmhbas Fibre Channel 1:95:99 1:95:99
Licensed Features
Time Configuration
DNS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdown
Virtual Machine Swapfie Location
Security Profile
Host Cache Configuration
System Resource Alocation
Agent VM settings
Advanced settings
Details
vmhba3
Model:  LPe12000 8Gb Fbre Channel Host Adapter
W 1a1195:99 1osse
Targets: 1 Deviees: 6 Paths: &

View: |Devices Paths

Name Tdentifier Runtime Name Operational State | LUN | Type | Drive Type | Transport Capacity | Owner Hardware )
HITACHI Fibre Channel Disk (naa.60060e80132746005020... _naa.60060¢8013274600... vmhbo2:CO:T0:L0_ Mounted 0 dik  NonssD _ FibreChannel _15.00GB_NMP Support=d
HITACHIFibre Channel Disk (naa,60060e80132746005020...  nsa.0060e8013274600... : Mounted 1 dsk  NonssD  FibreChamnel 12078 NMP Supported
HITACHIFibre Channel Disk (n2a.60060¢80132746005020...  naa.60060e8013274600.. Mounted 2 dsk  Non-ssD Fibrechamnel 12078 NMP Supported
HITACHIFibre Channel Disk (n22.60060e80132746005020...  naa.50060e8013274500, Mounted 3 disk  Non-SD  FibreChamnel  200.00G NMP Supported
HITACHIFibre Channel Disk (naa.60060e80132746005020...  naa.60060e8013274600, Mounted + dik  Non-SD  FibreChamnel 12078 NMP Supported
HITACHIFibre Channel Disk (naa,60060680132746005020...  n2a.60060e8013274600... vmhba2:CO:TO:Ls  Mounted 5 dsk  Non-ssD  FibreChamnel 12078 NMP Supported
< i v

<= »

Recent Tasks Narme, Target or Status contains: + — Clear X%

Name Target Status Details Tnitiated by | vCenter Server Requested Start Ti... < | Start Time Completed Time

¥ Tasks @ Alarms

[Evaluation Mode: 59 days remaining  [root

NFS Datastores

You can configure HNAS file systems and their underlying storage in a
variety of different ways. To achieve the best performance, follow these
recommendations for configuring HNAS in a VMware vSphere environment:

48

In general, a 4 KB file system block size is recommended. 32 KB can be
used in instances where all VMs on a specific HNAS file system perform
large block requests.

Set cache-bias to large (cache-bias --large-files).

Disable shortname generation and access time maintenance (shortname
—g off, fs-accessed-time --file-system <file_system> off).
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Disable the quick start option for HNAS read ahead when VM IO profiles
are primarily random. (read-ahead --quick-start disable).

NFS exports: Do not export the root of the file system.

File system utilization: Maintain at least 10% free space in each file
system utilized by ESXi hosts.

Storage pools: Do not mix disk types in the same storage pool.

Limit ownership of all file systems that are created on a storage pool to
one EVS.

Configure a minimum of four (4) System Drives (SD) in a storage pool.

Configure one (1) LU\LDEV per RAID group consuming all space (if
possible).

Creating an NFS datastore

To set up an NFS datastore follow these steps:

1.

2.

10.

Access your VMware Virtual Infrastructure client.

In the left side navigation window, select an ESXi host.

In the right hand window, click on the Configuration tab.

Under the Hardware section in the right hand window, click Storage.

In the upper right hand corner of the right hand window, click on Add
Storage(SCSI, SAN, and NFS).

In the Storage Type window, select the Network File System storage
type.

. Click Next.

In the Locate Network File System window, enter the NAS server name,
the folder, and the datastore name,

. Click Next.

Review your set up and click Finish.
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Important: Ensure that you mount datastores with the same volume
label on all vSphere ESXi hosts within VMware high availability (HA)
environments.

Heartbeat datastore selection

The Heartbeat Datastore function monitors hosts and Virtual Machines if
the management network fails.
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To activate Heartbeat datastore:
1. Access your vSphere Client.

2. On the left side navigation bar, right click on the cluster and in the sub
menu click Edit Settings.

3. In the Settings window, select Datastore Heartbeating from the left side
navigation bar.

4. Select four HCP-VM datastores.

5. Enable the option to Select any of the cluster datastores and mimic the
preferences shown in the image below.

6. Click OK to commit the settings.

- - ~
(&) hcp-vm-cluster-1 Settings &J
Cluster Features vSphere HA uses datastores to monitor hosts and VMs when the management network has
vsphere HA failed. vCenter Server selects 2 datastores for each host using the policy and datastore
Virtual Machine Options preferences specified below. The datastores selected by vCenter Server are repartedin the
M Monitoring Cluster Status dialog.
Datastore Heartbeating
VMware EVC " Select only from my preferred datastores
Swapfile Location " Select any of the duster datastores

% Select any of the duster datastores taking into account my preferences

Datastores available for Heartbeat. Select those that you prefer

Name DatastoreCluster | Hosts Mounting D
O B vCenter_datastore 4
B hep-vm_cluster-1_node_1_datastore 1 4
B hcp-vm_cluster-1_node_2_datastore 1 4
B hcp-vm_cluster-1_node_3_datastore 1 4
B hcp-vm_cluster-1_node_4_datastore 1 4
< [ '

Hosts Mounting Selected Datastores
Name

|

Preparing the ESXi network for the HCP-VM OVF
deployment
For optimal performance, security, and high availability of an HCP-VM

system, it is recommended to provide exclusive use of two physical NICs per
node. These are used for private, Back-end communication within the
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system. The Back-end network is responsible for such things as HCP
Heartbeating and data traffic.

The Back-end NICs should be connected to dedicated, redundant Ethernet
switches with spanning tree disabled and multi-cast enabled. Multi-cast
should be configured for its vendor's specifications.

If the HCP-VM system is going to utilize dvSwitches, consult relevant
VMware and vendor documentation for best practices.

Each HCP-VM node should have a least one physical NIC used for data
access and system management. If utilizing 802.3ad in the customer
environment, plan accordingly and follow VMware's best practices for
configuration.

If the HCP-VM system is going to be used with the virtual network
management feature, follow the guide in appendix B.

If the HCP-VM system will use NFS datastores, be sure to add the VM Kernel
device for IP networking. Consult VMware documentation for more details
on configuring ESXi with NFS datastores.

Configuring the Storage Network (HNAS Best Practice)
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The IP protocol storage uses the TCP/IP stack as its foundation for
communication. The stack includes Internet Small Computer System
Interface iSCSI and Network Access Server NAS for ESXi hosts. A VMkernel
uses the TCP/IP protocol stack to handle the data transport. Make sure the
NFS server is enabled on all ESXi hosts.

To create a VMkernel:

1. Access the vSphere client.

2. On the left side navigation bar, select an ESXi host.

3. Click on the Configuration tab in the right side window.
4. In the Hardware section, click on Networking.

5. In the top right quadrant of the right side window, click on Add
Networking.

6. In the Add Network Wizard window, select VMkernel.

7. Click Next.
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Preparing the ESXi network for the HCP-VM OVF deployment

8. Select one of the Physical Network Cards.
9. Click Next.
10. In the Network Label text box, enter VMkernel.
11. Click Next.
12. Enter the IP address and the subnet mask.
13. To provide the VMkernel default gateway, click Edit and enter the
gateway address.
14. Click OK.
15. Back in the Wizard, click Next.
16. Click Finish.

é Note:

If using large 2TB NFS datastores, increase RPC timeout.

HDS recommends that the VMkernel network be set up in a private network or with a
unique VLAN ID that provides network isolation. For a full list of HDS
recommendations for HNAS NFS datastores, review Hitachi NAS Platform Best
Practices Guide for NFS with VMware vSphere.

Configuring networking for Front-end switching

The HCP Front-end network needs to be configured so that it can perform
system management and provide client access. You are responsible for
configuring the network.
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To configure the front end network:

1. Access the vSphere client.

2. In the left side navigation bar, select the first ESXi host.
3. In theright side window, click on the Configuration tab.
4. Click on Networking in the Hardware section.

5. Click Properties button located in the center of the right hand window.

S Note: There are multiple property buttons on the page. Make sure to click
the right one or you will not open the appropriate window.

6. In the vSwitch Properties window, click on the Network Adapters tab.

7. Verify that the correct vmNICs are part of the Front-end Network. If they
are incorrect:

a. Add the correct vmNICs

b. Remove the incorrect vmNICS.

(5 vEwteh Properties - [EET="")
Ports  Metwork Adapters |

Hetwork Adapter Speed OGhserved P ranges Adapher Datals

s 1000 Full  0.0.0.1-755.255. 755,354 Intel Corporation 82575 Gigabit Metwork Cormection

B vmnicd 1000 Fll  0.0.0.1-255. 255 155254 Pame: RS
Locason: PCI 31:0000
Drrver: igh
Flats
Link Stamms: Connected
Configuned Speed, Duple:x: Ayt negotiate
Actssl Speed, Duplex: 1000 Mb, Full Duplex
OS] Port Bnding: Dol
Fetworks: 0.0.0,1-255, X55.255, 254

Add... Edit... | Remowe
_teo |
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Click on the Ports tab.

In the left side window, select VM Network and click Edit.

) vSwitchd Properties
| Ports | netwerk Adapsess |

Part Group Propertes =
Hetwork Label: WM Network

VLANID: Faone (0)

| Configuration Burmenary
| | F vswinen 120 Ports

WM Nggwark Virtedl Maching ... |
& ManagemestNet— vMotionand 1P ..

Effecte Poboes
Security

MALC Address Changes:
Forged Transmits:
Traffic Shaping
Average Bandwidth: - B
Preak Bandwidth:
Burst Size:
Failover and Load Balancing
Lead Balancing: Port D
Network Falune Detecton: Link stahes only
heitify Switches: Yes
Falbad: Yes
Actve Adsplens:
Standby Adapbers:
Urnsed Adaptens:

iid

L]

wmnics

Hane
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Front-end Network. Do NOT click OK.

10. In the VM Network Properties window, change the Network Label to

[ (3 VM Network Properties o o =)
[General || security | Traffic Shaping | NIC Teaming |
Part Group Properties
Metwork Label: [WI Network
VLAN ID (Optional): [None (0) ~|
[« | coe Help
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11. Click on the NIC Teaming tab.

[ (@ VM Network Properties ol o S5
General | seaurity | Traffic Shaping | NIC Teaming |
—Port Group Properties
Metwork Label: [Front-end Network
VLAN ID (Optional): [None (0) |
oK I Cancel Help
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12. In the NIC Teaming tab, select the first four check boxes, and select the
following for the drop down menus:

a. For Load Balancing select Use explicit failover order.
b. For Network Failover Detection select Link status only.
c. For Notify Switches select Yes.

d. For Failback select Yes.

[ (3 VM Network Properties ol o oS |
General | Security | Traffic Shaping  NIC Teaming |

Policy Exceptions

Load Balanding: W [use explcit falover order |
Metwork Failover Detection: F [Lnk status anly L‘

Notify Switches: W |es =~
Faiback: e N
Fadover Order:

[~ Override switch falover order:

Select active and standby adapters for this port group. In a failover situation, standby
adapters activate in the order specified below.

Name | Speed Metworks p
Active Adapters )
- vmnic3 1000 Ful 0.0.0.1-255.255.255.254 Q
Standby Adapters
' vmnics 1000 Ful 0.0.0,1-255.255.255.254
Unused Adapters
Adapter Details
MName:
Location:
Driver:
oK I Cancel Help
N
13. Click OK.

14. In the vSwitch Properties window, click Close.
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15. Repeat the steps to configure the Front-end Network for each ESXi host
that will be part of the HCP-VM system.

Configure networking for Back-end switching
The HCP private Back-end network needs to be configured so that it can
provide inter-node communication and data transfer. You are responsible
for configuring the network.
To configure the back-end network for switching:
1. Access the vSphere Client.
2. In the left side navigation bar, select the first ESXi host.
3. In theright side window, click on the Configuration tab.

4. Click on Networking in the Hardware section.

5. Click Add Networking button located in the top right of the right hand
window.

6. In the Add Network Wizard select Virtual Machine.

7. Click Next.
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8. Select the Physical NIC to use for the Back-end network.

9. Click Next.

() Add Network Wizard

Virtual Machines - Network Access
Virtual machines reach networks through uplink adapters attached to vSphere standard switches.

Connection Type
Network Access

Connection Settings
Summary

Select which vSphere standard switch will handle the network traffic for this connection. You may also create a new
wSphere standard switch using the undaimed netwark adapters listed below.

¥ Create a vSphere standard switch
Broadcom Corporation Broadcom NetXtreme II BCM5709 1000Base-T

W E@ vmnicl 1000 Ful None
I~ B vmnic2 1000 Full [#-192, 168,152, 1-192, 168, 152,127 { VLAN 152 2
I~ E@ vmnic3 1000 Ful None

Intel Corporation 82576 Gigabit Network Connection L4
™ B vmnict Down None
™ E@ vmnics Down None
I~ B vmnics Down None =

Preview:

Back End

< Back | Mext > I Cancel

Help
4
10. Name the Network label Back-End.
11. Click Next.
() Add Network Wizard SR > ]
Virtual Machines - Connection Settings
Use network |abels to identify migration compatible connections common to twe or more hosts,
Connection Type Port Group Properties
Metwork Access
Connection Settings Network Label: |Back End
Summary WLAN ID (Optional): |None m j
Preview:
Wirtual Machine P Physical Adaptars
Back End QD o B vmnicl
Help | < Back | Mext = I Cancel
4

60 Chapter 3: Configuring the HCP-VM environment

Deploying an HCP-VM System



Preparing the ESXi network for the HCP-VM OVF deployment

12. Review your changes and click Finish.

13. Repeat the steps to configure the Back-end Network for each ESXi host

that will be part of the HCP-VM system.

Verifying ESXi configuration on all hosts

0

The Front-end and Back-end networks must be configured for each ESXi
host added to the HCP-VM system. To make sure that all changes are
correct, select a single ESXi host on the left side navigation bar, and click on
the Configuration tab in the right side window. Beginning with Processors,
click each components listed in the Hardware section and make that their
specifications matches the images below.

No changes have been made to the Advanced Settings or Power
Management sections.

Important: Repeat this verification on all ESXi hosts in the vSphere HA
cluster.
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1) hep-vm_veenter - vSphere

Processors

File Edit View Inventory Administration Plug-ins Help

el |

@ rome b g trventory b Bl Hosts and Clasters

| (@15 search Iventory

a]

+

& & %

E [ hepvm_vcenter
B [y hep-vm-veenter

5 gl hep-vm-cluster-1
[
@ 1722027.104
B 1722027106
B 1722027108
(B HCP-VM_vCenter S

172.20.27.102 VMware ESXj, 5.1.0, 799733 | Evaluation (59 days remaining)

Getting Started

Summary | Virtual Machi

(NN Configuration

Alarms [ Permissions | Maps

rage Views

Hardware Status

Hardware

» Processors
Memory
Storage
Networking
Storage Adapters
Network Adapters
Advanced Settings
Power Management

Software

Licensed Features
Time Confiquration
DNS and Routing
Authentication Services
Power Management

Processors
General
Model
Processor Speed
Processor Sockets
Processor Cores per Socket
Logical Processors
Hyperthreading

System
Manufacturer
Model
BIOS Version
Release Date

Intel(R) Xeon(R) CPU
3.16GHz

H

6

24
Enabled

HITACHI
Compute Blade ES5A2

8/19/2011 12:00:00 AM

¥5675 @ 3.07GHz

Properties...

Service Tag 4600E70 T223000641

Virtual Machine Startup/shutdown AssetTag None

Virtual Machine Swapfile Location

Security Profile

Host Cache Configuration

System Resource Allocation

Agent VM Settings

Advanced Settings
« i »
Recent Tasks Name, Target or Status contains: ~ [ Clear
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti... = | Start Time | Completed Time |
¥ Reconfigure cluster g hee-vm-clusteri @ Comple=d root & hep-vm_veenter 2/25/2013 7:58:02AM  2/25/2013 7
Y Reconfigure vSphere HA host B 1722027104 @ Completd root (3 hep-vm_vcenter 2/25/2013 7:55:25 AM  2/25/2013 7:55
@ Refresh network information E 172.20.27.104 & Completed root @ hep-vm_veenter 2/25/2013 7:54:45 AM 2/25/2013 7:54:45 AM 2/25[2013 7:54:46 AM

&1 Tasks @ Alarms |
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Memory

[ hepvm_vcenter - vSphere
File Edit View Inventory Administration Plugeins Help

‘g) Home b g5 Inventery b [l Hosts and Clusters ‘,ﬂv Search Inventory &Y
G-
Bl (5 hep-vm_veenter 172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)
B [y hep-vmeventer
'S ] hop-vm-cluster-t Getting Started | Summary [ Virtual Machines Performance [RRRTTIERTRA. Tesks & Events Alarms | Permissions | Maps | Storage Views | Hardware Status
O [17220.27.102]
Memor
[§ 172.20.27.104 Hardware i
[ 172.20.27.106 Processars Physical
[g 17220.27.108 + Memory Total 327565 MB
(T HCP-vM_vCenter S¢ Storage System 160.5 MB
Networking Virtual Machines 32596.0 MB
Storage Adapters
Netnork Adapters
Advanced Settings
Power Management
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdown
Virtuzl Machine Swapfile Location
Security Profile
Host Cache Configuration
System Resource Allocation
Agent VM Settings
Advanced Settings
« i v
Recent Tasks Name, Target or Status contains: ~ Cleasr X
Name | Target | Status | Details | Tnitiated by | vCenter Server | Requested Start Ti... — | Start Time | Completed Time |
&Y Reconfigure duster gl hep-vm-clusterd @ Completed roct (@) hep-vm_veenter 2(25/2013 7:58:02 AM  3/25/2013 7:58:02 AM
Y ReconfigurevSphereHAhost [  172.20.27.104 @ Complet=d roct (3 hep-vm_veenter 2/25/20137:55:25 AM  2/25[2013 7:55:55 AM
¥ Refreshnetwork information @ 1722027104 @ Completed roct (5 hep-vm_veenter 2f25/2013 7:54:45 AM  2/25[2013 7:54:45 AM  2/25[2013 7:54:46 AM il
P Tasks @ Alams | [Evaluation Mode: 60 days remaining oot

Storage
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File Edit View Inventory Administration Plug-ins Help

|g Home b gf] Inventory b [l Hosts and Clusters

| (=] search ventory

& & ¥
Bl [ hep-vm_veenter
= hep-vm-voenter
B fl hep-vm-cluster-1
[ [172:2027.102

Getting Started

172.20.27.102 VMware ESXJ, 5.1.0, 799733 | Evaluation (59 days remal

Summary | Virtual Machines

ing}

Performance MeRhil-NELBIY, Tasks & Events | Alarms ' Permissions

Storage Views

Hardware Status

0 1722027108 Hardware View: [Datastores Devices
B 172.20.27.106 Processors Datastores Refresh  Delete  AddStorage...  Rescan All..
EE? :lgi?;ﬁ:m o Memory Identification - | Status | Device | Drive Type Capacity | Free | Type | LastUpdate | Al
- » Storage B datastorsl @ Normal  HITACHIFibreC.. Non-5 10.00 GB 9.14GB VMFSs  2/25/20138:35:43PM  En
Networking B hepvm_cluster-1_node_1_datsstoe 1 @ Normal  HITACHIFibreC.. Non-S 1208 120TB VMFSS  2/25[20138:35:44FM  En
Storage Adapters @ hepvm_custer-1_node 2 datestoei @ MNormal  HITACHIFibreC.. Non-5 12078 120TB VMFSS  2/25/20138:35:44PM  En
Network Adapters B hepvm_cluster-1_node 3 datestorei @ Mormal  HITACHIFibreC.. Non-53 12078 120TB VMFSS  2/25/20138:35:44PM  En
Advanced Setings B hepvm_cluster-_node_4_datsstore 1 @& Normal  HITACHIFibreC.. Non-SD 1208 120TB VMFSS  2/25[20138:35:44FM  En
Power Management B vCenter_datastore @ MNormal  HITACHIFibreC.. Non-5 19975G8 10570 GB VMFS5  2/25/20138:35:44PM  En
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services o e D
Power Management
Virtual Machine Startup/Shutdown Datastore Details Properties.
Virtual Machine Swapfile Location
Security Profie
Host Cache Configuration
System Resource Alocation
Agent VM Settings
Advanced Settings
4 n 3
Recent Tasks Name, Targetor Status contains: + [ Clear
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti... = | Start Time | Completed Time |
&Y Rename datastore @ hep-vm_cluster-1_node. @ Completed root 2/25/2013 8:34:56 PM  2/25/2013 8:39:56 PM  2/25/2013 8:34:57 PM [
¥ RescanVMFS B 1722027108 @ Completed System 2/25(2013 8:34:22PM  2/25/2013 8:34:22PM  2/25/2013 8:34:24 PM
¥ RescanVMFS B 1722027108 @ Completed Systam 2/25/2013 8:3422 PM  2/25/2013 B:34:22PM  2/25/2013 8:34:25 PM

[&3 Tasks @ Alarms |

Networking

hcp-vm_veenter - vSphere Cli

File Edit View Inventory Administration Plug-ins Help

|Evaluation Mode: 59 days remaining root

Hosts and Clusters

0 B [& reme b gg menery b

| (&8 search nventary

-
& & B8
E [ hep-vm_veenter
[E] hep-vm-vcenter
= [l hepvm-cluster-1
[ [172.20.27.102

Getting Started

summary | Virtual Machines

172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)

Performance Tacks & Events | Alarms | Permissions | Maps

View: [vSphere Standard Switch vSphere Distributed Switch

Storage Views

Hardware Status

. i b

g 1722027.104 il
[ 172.2027.106 Processors
[H 172.20.27.108 Memory
{3 HCP-VM_vCenter St Storage
» Metworking
Storage Adapters
Network Adapters

Advanced Settngs
Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Power Management

virtual Machine Startup/Shutdown
virtual Machine Swapfile Location
Security Profile

Host Cache Configuration
System Resource Allocation
Agent ¥M Settings

Advanced Settings

Networking

Standard Switch: vSwitchd Remove...

Froperties...

Virtu: ine Port Group Ad. s
3 Front-end Network (2R BB vmnics stand by =]
w Port BB vmnic3 1000 Full 3
3 Management Network (2R
mkD : 172.20.27.102
feB0::21b:21ff:feaf : 7ffc
Standard Switch: vSwitch1 Remove... Properties..
Viruzl Machine Port Group Physical Adk rs
7 | Back-end Network . BB vmnic4 1000 Full |3
BB vmnics 1000 Full | &

Refresh Add Networking... FProperties...

Recent Tasks Name, Target or Status contains: + Clear %
Name | Target | Status | Details | Tnitisted by | vCenter Server | Requested Start Ti... < | Start Time | Completed Time |

¥ Rename datastore 8 hepvm_duster-1 node. @ Completed root @ hepvm_veenter 2/25/2013 8:34:56 P 2/25/2013 8:3%:56 PM  2/25/2013 8:34:57 PM

¥ RescanvMFs B 1722027108 @ Completsd System @ hep-vm_veenter 2/25/2013 8:34:22PM  2/25/2013 8:34:22 PM  2/25/2013 8:34:24 PM

¥ RescanVMFS B 1722027106 @ Completsd System 2/25/2013 8:34:22PM  2/25/2013 B:34:22 PM  2/25/2013 8:34:25 PM 5

| & Tasks @ Alarms |

64

|Evaluation Mode: 59 days remaining  [root

Chapter 3: Configuring the HCP-VM environment

Deploying an HCP-VM

System



Preparing the ESXi network for the HCP-VM OVF deployment

Storage Adapters

hcp-um_vcenter - vSphere Cli

File Edit View Inventory Administration Plug-ins Help

8 ‘@ Home b g Inventory b {3l Hosts and Clusters

‘ |gi=| Search Inventory

a e ®
B [i hep-vm_vcenter
=] hep-vm-veenter

172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)

Security Frofle

Host Cache Configuration
System Resource Allocation
Agent VM Settings
Advanced Settings

« . b

B [l hop-ym-cluster-1 Getting Started | summary | virtual Machines | Performance Tasks & Events | Alarms | Permissions | Maps | Storage Views | Hardware Status
% ;;;;g;; igi e Storage Adapters Add.. Remove  Refresh  RescanAl..
@ 172.20.27.106 Processors R [Tvpe [ v |
g 172.20.27.108 Vemory 1CH10 2 port SATA IDE Controller
(3 HCP-VM_vCenter St Storage & vmhbal Black SCSI

Networkng (& vmhba33 Block 5CSI
1CH10 4 port SATA IDE Controller
» Storage Adapters & vmhbao Block 5CSI
Network Adapters @ vmhbss2 BlocksCsl
Advanced Settings LPe12000 8Gb Fibre Channel Host Adapter
Power Management © vmhbaz Fibre Channel 1:95:98 10:00:00:00:c9:21:95:98
e @ vmhbas Fibre Channel  20:00:00:00:c8:21:95:99 10:0 1:95:98
Licensed Features
Time Canfiguration
DNS and Routing
Authentication Services
Power Management Details
Virtual Machine Startup/Shutdawn vmhbaz
Virtual Machine Swapfile Location Model:  LP212000 8Gb Fibre Channel Host Adapter

WAUN:  20:00:00:00:c:21:95:98 10:00:00:00:c8:81:95:5

Targets: 1 Devices: & Paths: 6
View: [Devices Paths|

Name | Identifier | Runtime Name | Operational St. LUN | Type | Drive Type | Transport | Capacity | Ow -
HITACHIFibre Channel Disk (naa... N2a.60050e8013274600... vmhba2:CO:TI:L0  Mounted 0 sk Nows  FibreChannel  15.00GB NM| |
HITACHIFibre Channel Disk (naa.. naa.60060e8013274600... vmhbaz:CO:ThiL1__ Mounted 1 disk  NonS®  FibreChannel 12076 NM _
HITACHIFibre Channel Disk (naa.... naa.50080e8013274600... vmhba2:CO:TO:L2  Mounted 2 disk  NonS®D  FibreChannel  120TB NM
HITACHIFibre Channel Disk (naa... na.60060e8013274600... vmhba2:CO:TI:LS  Mounted 3 disk  Non-S®D  FibreChannel  200.00G NM
HITACHIFibre Channel Disk { 5006026013274600 hba2:CO:TOIL4  Mounted 4 disk  Non-S®  FibreChannel  120TB NM
Mounted 5 disk  NonS®  FibreChannel 12078 NM T

HITACHIFibre Channel Disk (naa.... na2a.60060e8013274600... vmhba2:C0:T0:LS
< .

Recent Tasks Mame, Target or Status contains: ~ Clear X
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti...— | Start Time | Completed Time | 2
#Y Renamedatastore @ hep-vm_cluster-1_node.. Completzd root 2/25/2013 8:34:56 PM 2/25/2013 8:34:56 M 2/25/2013 §:34:57 PM I
Y RescanvMFs B 17220.27.108 @& Completed System 2/25/2013 8:34:22 PM 2/25/2013 8:34:22PM  2/25/2013 §:34:24 PM
¥ RescanVMFS E 1722027106 @& Completed System 2/25/2013 8:34:22 PM  2/25/2013 8:3%:22 PM  2/25/2013 8:34:25 PM il

%Taslcs @ Aams |
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Preparing the ESXi network for the HCP-VM OVF deployment

1) hep-vm_vcenter - vSphere

Verify Network Adapters

(e )

File Edit View Inventory Administration Plug-ins Help

|@ Home b g Tventory b [l Hosts and Clusters

‘ (6] search ventory

2]

& e ®
B [ hepvm_veenter
[E] hcp-vm-veenter

Getting Started | Summary | Virtual Machines

172.20.27.102 VMware ESXi, 5.1.0, 799733 | Evaluation (59 days remaining)

By hepvm-cluster-i performance |[EYIMEOT Tasks & Events | Alarms | Permissions | Maps | Storage Views | Hardware Status
s e _
0 1722027106 I Device | Speed | Configured | Switch | MACAddress | Observed IPranges | Wake on LAN Supported |
T 1722027108 o Intel Corporation 2567LF-2 Gigabit Network Connection
5 HOPVM _vCenter 5 oo i) 100 Half  Negotiate Nore 00:25:90:58:98:e2  1722027.1-1722027.127  Yes
IntelCorporation 82576 Gigabit Network Connection
Networking B vmiics 1000 Full  Negotiaz Nore 00:1b:21:af:7FF  None No
Storage Adapters B vmnics 1000 Full  Negotiate vSwitchd Ffe 172.20.27.1-172.20.27.127 No
v Network Adapters BB vmnict 1000 Full  Negotiate None 00:1b:21:af:7ffd  None No
Advanced Settings B vmnics 1000 Full  Negotiate vSwitchQ 00:1b:21:af:7ffc 172.20.27.1-172.20.27.127 Yes
Pouer Management | v 1000 Full  Negotiate None 1 Nore No
@ vmnicl 1000 Full  Negotiate None el Nome Yes
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdown
Virtual Machine Swapfie Location
Seaurity Profile
Host Cache Configuration
System Resource Alocation
Agent VM Settings
Advanced Settings
« i '
Recent Tasks Name, Targetor Status contains: » [ Clear X
Name | Target | Status | Details | Tnitiated by | vCenter Server | Requested Start Ti... < | Start Time | Completed Time |
¥ Reconfigure duster il hee-vm-clustert @ compleed ract [ hop-vm_veenter 2/25/2013 7:58:02AM  2/25/2013 7
Y ReconfigurevsphereHabost  []  172.2027.104 @ Comple=d roct 2/25/2013 7:55:25 AM 2/25[2013 7
¥ Refreshnetworkinformation B 1722027104 @ Completed root P hep-vm_veenter 2/25/2013 7:54:45 AM

¢ Tasks @ Alams |

2/25/2013 7:54:45 AM
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Creating the HCP-VM system

For general installation recommendations, prior to performing the HCP
software installation on an HCP-VM system, review the documentation for
Installing an HCP System.

Unpacking the OVF Zip file

On your computer, access the DVD that contains the virtual machine image
file and unpack the zip vmdklIso: HS421_x.x.x.X.iso.zip or the zip rdmIso:
HS433_x.x.x.X.iso.zip file into a directory of your choice.

To unpack the file that contains the virtual machine image:

1. On your computer, unpack the zip vmdklIso: HS421_X.X.X.X.iso.zip or
the zip rdmIso: HS433_x.x.x.X.iso.zip file into a directory of your choice.

2. Navigate into the folder you unpacked the zip.

3. Unpack the ISO files vmdklIso: HS421_x.x.xX.iso or the rdmIso: HS433_
X.X.X.X.iSO.

Deploying the HCP-VM OVF VDMK

There are two different OVFs that can be deployed. These steps are for the
VMDK deploy. The RDM procedure is identical to this one except for some
minor differences. You only need to install one of them.

Step 1: Log into the ESXi server
To deploy the HCP-VM OVF:

1. Launch the vSphere client.
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Deploying the HCP-VM OVF VDMK

2. Enter the IP address / Name, or select the correct information from the
drop down menu to connect to the vCenter server where the vSphere HA
cluster was configured for the HCP-VM system.

3. Enter the User name and Password.

4. Click Login.

L s

VMware vSphere®

Client

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
vCenter Server.

IP address /Name:  |172.20.27.154 -]
Lser name: Irmt
Password: I**ttttttt

™ use Windows session credentials

Login I Close Help
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Deploying the HCP-VM OVF VDMK

5. Oncelogged in to the vSphere Client, you should see the datacenters,
clusters and ESXi nodes on the left side navigation bar that were
previously added to vCenter.

6. In the navigation bar on the left hand side, select the ESXi host to target

for the deploy and click File in the toolbar at the top of the screen and in

the submenu click Deploy OVF Template.

12 e mscner oGt T -

Eile Edit View Inventory Administration Plug-ins Help

¢ Home b g Inventory b Bl Hosts and Custers

Search Inventory

s M

2]

& @ 8
= [ hep-vm_veenter
[E] hep-wm-voenter
B ff hep-vm-cluster-1
B [172.20.27.102

Getting Started | Summary | Virtual Machines | Performance

799733 | Evaluation (59 days remaining)
[Nt Tasks & Events | Alarms | Permissions

Maps | Storage Views | Hardware Status

0 1722027.106 Hardware View: [Datastores Devices
B 17220.27.106 Processors Datastores Refresh  Delete  Add Storage...  Rescan All..
'% :ﬁ_?:ﬁ:w o Memory Identification - | Status | Device | Drive Type Capacity | Free | Type | LastUpdate |
- » Storage @ datastors1 & Normal  HITACHIFibreC.. Non-S 10,0066 S.14GB VMFSS  2/25(2013 8:34:22 PM
Netnorking @ hcpvm_duster-1_node_1_datastore_1 @ Normal  HITACHIFibreC.. Non-5 120 TB 12078 VMFSS  2/25/2013 8:34:33 PM
Storage Adapters @ hep-vm_cluster-1_node_2_datastors_1 & MNormal  HITACHIFibreC.. Non-5SD 120 TB 12078 VMFSS  2/25/2013 8:34:33 PM
Netwark Adapters @ hcp-vm_cluster-1_node_3_datastorel @ Normal  HITACHIFibreC.. Non-59 120 TB 12078 VMFSS  2/25/2013 8:34:33 PM
Advanced Settings B hep-vm_duster-1_node_4_datastors_1 & MNormal  HITACHIFibreC.. Non-59 120 TB 12078 VMFSS  2/25/2013 8:34:22 PM
Power Management @ vCenter_datastore & Normal  HITACHIFibreC.. Non-5 19975GB 10570 GB VMFSS  2/25/2013 8:34:33 PM
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services o m o
Power Management
Virtual Machine Startup Shutd Datastore Details Properties.
virtual Machine Swapfile Location
Security Profile
Host Cache Configuration
System Resource Allocation
Agent UM Settings
Advanced Settings
ar i »
Recent Tasks Name, Target or Status contains: + |— Clear X
Name | Target | Status | Details | Initiated by | vCenter Server | Requested Start Ti...— | Start Time | Completed Time |
&Y RescanVMFS B 1722027.108 @ Completd System fen] v 2/25/20138:34:22 PM  2/25/2013 8:34:22PM  2/25/2013 8:34:24 PM |
&Y RescanVMFS B 1722027106 @ Completed System = 2/25/2013 8:34:22 P 2/25/2013 8:34:22 M 2/25/2013 8:34:25 PM
&Y RescanVMFS @ 1722027.104 @ Completd System (o) 2/25/20138:34:22 PM  2/25/2013 8:34:22PM  2/25/2013 8:34:25 PM 8

(£ Tasks @ Alarms
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Deploying the HCP-VM OVF VDMK

Step 2: Deploy VMDK OVF Template
1. In the Deploy OVF Template window, click on the Browse button and
navigate to the local file system to the location that HS421_7.0.XX.zip

you extracted.

[ [ |

() Deploy OVF Template w

Source
Salact the source location.

Source

Beploy from a fle or LBL

“wCenter-Gerver-Applance-5. 1.0, 5200-330473 OWF 10.ovi Jg Browse...

Enter a URL to download and install the OVF package from the Internet, or
spacify & location accassbis from your computer, sudh a2 & local hard dive, &
nietwork share, of & CO/OVD diive.

Help I < Badk I Nt > I Cancel I
' v

2. Select the HCP-VM-VMDK.ovf file and click Open.

() Open
g L T
@u. L« Dacumenti b WDHUMI B HOPSO8 ¢ 60 ¢ VM - |y

Crganize = Mew folder

W Favoraes
# Dowmloads
4 Dropbox Mame

Documents library PR——

AL Recenit Places
B Desitop 4 & | P Mo
L8) Photo Stream

& Google Drive

& SiryDrive

M Desktop
4 Libraries
ol Desktop
#| Decuments
o Mt
i Pictures
B Videos
il wel2T233
h! Homegroup
B welXizaz

B s hae

= |OVF packages ool <]

- .

File pamies  HO PV Lo
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Deploying the HCP-VM OVF VDMK

3. Once the path to the OVF file has been selected, click Next .

[ @ Deploy OVF Tempiate : (o[

Source
Sedect the source location.

CVF Templabe Details

Mame and Location

Shor g

Disk: Format

Ready bo Complete Deploy from a fle or LRL

fesWserslyec 127233 \Docments HCP_ISOSB.0WMPCPAM.: x| | Browse... |
Enter & LEL & downlad and install the CVF package fom the Intermet, or

specify & location accessble from your computer, such a3 a local hard drive, &
e twork share, or & CDJOVD drive,

Help | < Back Hext > Cancel
s
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72

. Verify that the OVF template details show the product is HCP-VM and

that the Size on disk is 1.0TB (thick provisioned).

. Click Next.

[ (3 Deploy OVF Template — = | &

OVF Template Details
Werify OWVF bemplate detals,

e
ONF Template Details
Mame and Locabion Product: HCPVYM
k Mapoin
o Comgd
Dowrioad size: Ti6.3MB
Cize on disk: 1.5 GB (thin provisioned)
L.0'TE (thick pronvisionsd)
Description: OV template for multi-node HCP in 8 Y™ deployment
LI < Back I Hext > I Cancel
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Deploying the HCP-VM OVF VDMK

6. Enter a name for the node that is being deployed. It should be nhamed
something meaningful for the installation. For example: hcp-vm cluster-
1 node 1.

7. Once the name has been entered, click Next.

- |

Name and Location
Epecify a name and location for the deployed template

e Plarme:
N Trmplate Detads
Hame and Location

— The: name can contain up ko 80 characters and it must be unsgue within the inventory folder,
sl Fowrmaat
E.e twork '-.’a:c"-q tary :
Resdy to Complete
= EI. P wrmi-weember

{0 Dmoovered virtual machine

:Fhl gmlumzlcml
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74

8. Select 1 datastore from the list you previously added to the ESXi hosts.

If you're doing a consecutive load, make sure to select the next
datastore down (from the previous load) on the list. The selected
datastore should have a capacity of at least 1.2TB.

9. Click Next.

|

Deploy OVF T
Storage

ihere do you want to shore e vrtual madhre Res?

Souroe Select & destination storage for the virtual machine fes:

CVF Tamplyte Datads -

[iame aod L ocation W4 Storage Prafie: | a

Storage Hare [ Driva Type | Capacty | Provizioned | Fi-

e e i@ catastorsi Non-Sa 10,00 GB #8100 MB 4,14

Metwiork Mapping -

Ready to Complete hep-vm_duster-1_node_1_d el Non-53 120 T8 979.00 MB 1.20 L
B hep-ve_cluster]_pode 2_detestors 1 Non-53D 120TE 980.00 MB 1.201
@ hop-vm_duster-l_node_3_datastors 1 Non-55D 12078 980.00 MB 1.20
H hep-wm_cluster-1_node_4_dastestors 1| Non-33D 1L20TE 979.00 MB 1.20
ﬂ viCenter_datastore Won-55D 19975 GB %505 GR 10570 -
o (] L
-
Hame Dirive Type Capacity | Provisionad | Fraa | Type | Thin Prawi
« m "

Compatibdity:
LI <tk | [ mest | coe
e

|
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Deploying the HCP-VM OVF VDMK

10. Verify that the datastore you selected matches the Available space
expected for the datastore.

11. Select Thick Provision Eager Zeroed.

12. Click Next.

H%?ﬂ]

| In which format do you want to store the virtual disks?
e Datastore: -1 node
OVF Template Detads At A
l’_':;“ﬂ"“‘“‘" Avalabie space (GE); [ zzs
-1
Dk Formeat
MNetwork Mapping
: Ready to Complete £ Thickp Lazy Zirosd
% Thick Provision Eager Zeroed
™ Thin Pravisen
i
[
g
E
|
{
|
|
l
LI <gock | [ mentz | conce |
|
Chapter 4: Creating the HCP-VM system 75

Deploying an HCP-VM System



Deploying the HCP-VM OVF VDMK

13. Hover your cursor over a Destination network to make a drop down
menu button appear. Click on the drop down menu for Destination
Networks.

14. Change the Destination Networks so that the Front-end Network aligns
with the BuildVMDisk Network.

15. Change the Destination Networks so that the Back-end Network aligns
with the Virtual Back-end Network.

(5 Drplay CVF Templete )
) [ Zowrcs noteria e
——— e s
ko o | o
76 Chapter 4: Creating the HCP-VM system

Deploying an HCP-VM System



Deploying the HCP-VM OVF VDMK

16. Verify the Destination Networks mimic the following image.

17. Click Next.
Deploy OVF T ]
Network Mapping
bt networks shoukd the deplayed template use? |

Source
(IVF Tomplate Disbais Map the networks used in this OVF template to networks in your imventory
[ama and Location
Slorage Source Metworks DiestinationNetworks
"*"Fq"'*." BuildvMDIst Netwon Frant-and Network
Network Mapping Virtual Backend Network [Back-end Hetwerk _________________&d|
Feady o Compeete

Descripbon:

The ¥irtual Badierd Metwork nebeork

LI <gock | [ et | cancel |
|

0 Important: Do NOT select the Power on checkbox.
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Deploying the HCP-VM OVF VDMK

18. Verify the information in Deployment settings matches what was
previously entered:

a. If so click on Finish to begin the OVF deploy.

b. If not, go back and correct any information that needs to be
changed.

ol

EUEPIWW'FT

Ready to Complete
dire thase the pptions you want to wse?

l

:,_-": rapoli b D hae Whian you dick Firish, the deployment task vill be started,

ol Lneation Deplayment settngs:
OWF file: CeilUsersiwel 27233\ Documents \HOP_IS08\5.00WMHP-.
L Download soe: 7163 MB
ﬂ‘.;”ﬂ tf:mk Size ondigh: L0TE
Name: HCPYWM
Falden RLp-wm-voenter
HostCluster bep-wim-cluster-1
Specific Host 172.20.27.108
Dratastorne bep-wm_chuster-1_node_i_datestoos 1
D prowvisoning: Thick Provigion Eager Zeroed
Netwerk Mapping: “Buildv¥MDist Network™ to Front-end Netwod"
Network Mapping: “Wirtual Backend Metwork™ to "Back-end Network™

¥ Power on after deployment

Help I = Back HTl Carcel ]:

0 Important:

e The VMDK OVF deploy can take up to an hour or more. This is due to the fact that
VMware is preparing the vmdk’s for use by the HCP-VM node. There will not be any
indication of progress in the OVF deploy window (just a spinning cursor) or in the
deploy task at the bottom of vSphere client (just “in progress”). The only indication
will come when checking the available capacity of the datastore. This will show a
decrease in available capacity when the first vimdk has been prepared.

®  You must repeat the OVF deployment for each of the nodes that are going to be part
of the HCP-VM system.

e Make sure that you have highlighted the desired ESXi host that you want the HCP-VM
node to run on initially before importing the OVF.

78 Chapter 4: Creating the HCP-VM system

Deploying an HCP-VM System
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Once the OVF Deploy is completed, you will see the following message.

[ () Deployment Cnmplete:—Successfu-l-I;r l = | |ihl1

Deploying hop-vm_duster-1_node_1

Completed Successfully

Close
a

Deploy the HCP-VM OVF RDM

There are two different OVFs that can be deployed. These steps are for the
RDM deploy. The VDMK procedure is identical to this one except for some
minor differences. You only need to install one of them.

Step 1: Log into the ESXi server

To deploy the HCP-VM OVF:

1. Launch the vSphere client.
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Deploy the HCP-VM OVF RDM

2. Enter the IP address / Name, or select the correct information from the
drop down menu to connect to the vCenter server where the vSphere HA
cluster was configured for the HCP-VM system.

3. Enter the User name and Password.

4. Click Login.

el

vmware

VMware vSphere”

Client

To directly manage a single host, enter the IP address or host name.
To manage multiple hosts, enter the IP address or name of a
wCenter Server,

IF address [ Name: |1?2.20.2?. 154 ;I
User name: Irmt
Password: Ittttttttt

™ use Windows session credentials

Login I Close Help
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Deploy the HCP-VM OVF RDM

5. Oncelogged in to the vSphere Client, you should see the datacenters,
clusters and ESXi nodes that were previously added to vCenter in the
left side navigation bar.

6. In the navigation bar on the left hand side, select the ESXi host to target
for the deploy and click File > Deploy OVF Template from the toolbar at
the top of the screen.

12 e mscsrer - ssvre G T s

File Edit View Inventory Administration Plug-ins Help

‘@ Home b g Inventory b [l Hostsand Clusters

&5

Search Inventory

[a]

& & 8
B [ hcp-vm_vcenter
[E] hcp-vm-veenter
=l hep-vm-cluster-1
[B [17220.27.102

Getting Started | Summary | Virtual Machines | Performance [Tl TEalL

799733 | Evaluation (59 days remaining)
Tasks &Events | Alarms | Permissions | Maps | Storage Views | Hardware Status

O 1722027.104 Hardware View: [Datastores Devices
B 172.2027.106 Processors Datastores Refresh  Delete  AddStorage...  Rescan All..
% ;TCif\?szvé::mr s Memory Tdentification o | Status | Device | Drive Type Capacity | Free | Type | LestUpdate
- + Storage @ datastorsl & Normal  HITACHIFibreC.. Non-sSD 10.00 GB 9.14GB VMFSS  2/25/2013 8:34:22 PM
Networking @ hcpvm_duster-1_node_1_datastore 1 @ Norma  HITACHIFibreC.. Non-SD 12078 120TB VMFSS  2/25/2013 8:34:33 PM
Storage Adapters @ hcp-vm_cluster-1_node_2_datastore 1 & Normal  HITACHIFibreC.. Non-sSD 12078 120TB VMFSS  2/25/2013 8:34:33 PM
Netwark Adspters @ hcpvm_duster-1_node_3_datastorel @ Norma  HITACHIFibreC.. Non-SD 12078 120TB VMFSS  2/25/2013 8:34:33 PM
Advanced Settings @ hcp-vm_cluster-1_node_4_datastore 1 & Normal  HITACHIFibreC.. Non-sSD 12078 120TB VMFSS  2/25/2013 8:34:22 PV
Fawer Management @ vCenter_datastore @ Norma  HITACHIFibreC.. Non-SD 199.75GB 10570 GB VMFSS  2/25/2013 8:34:33 PM
Software
Licensed Features
Time Configuration
DNS and Routing
Authentication Services o = D
Power Management
Virtual Machine Startup/shutdown Datastore Details Properties. ..
virtual Machine Swapfile Location
Security Prafile
Host Cache Configuration
System Resource Allocation
Agent VM Settings
Advanced Settings
P —— v
Recent Tasks Mame, Target or Status contains: ~ l— Clear X
Name | Target | status | Details | Initisted by | vCenter Server | Requested Start Ti... = | Start Time | Completed Time |
&Y RescanVMFS B 1722027108 @ Completd System vm_v 2/25[2013 8:34:22 PM  2/25/20138:34:22PM  2/25/2013 8:34:24 PM @
¥ RescanvMFs B 122027108 @ Completed System 3/25[2013 8:34:22 M 2/25/2013 8:34:22 P 2/25/2013 8:34:25 PM
&Y RescanVMFS B 1722027104 @ Completd System 2/25[2013 8:34:22 PM  2/25/2013 8:34:22PM  2/25/2013 8:34:25 PM i

(3 Tesks @ Alarms
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Step 2: Deploy RDM OVF Template

1.

In the Deploy OVF Template window, click on the Browse button and
navigate to the local file system to the location that HS433_7.0.XX.zip
you extracted.

() Deploy OVF Template = |
Source
Selact the souroe lacation.

Soairce

Dreploy from a fle or AL
Center-Server-Spollance-5. 1.0, 5200-880472 ONF 10.ova I Brcrse. .
Enber & LRL to dovenland and nstall the OVF pacdage from the Intermet, o
specify & location acesssible from your computer, such as a local hard drive, &
ribwork shace, of & CDYOVD drive.,
Hebp I < Back I Hext > I Cancel ]
£

. Select the HCP-VM-RDM.ovf file and click Open.
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3. Once the path to the OVF file has been selected, click on Next to proceed
with the Deploy OVF Template wizard.

[ (@ Deploy OVF Template = |8

Souwrce
Sedect the source location.

Source

OVF Tesmnplabe D bais

Hame and Location

Storage

Diecke Fowmat

Ready to Complete Deeploy from a file or LRL

}C:Ws'ﬂxLI??33'DoUmnIs'HCP_1505'ﬁ.EII.'-M'HCP-'-M.¢j Browss. .. I
Eniter & AL to dovwnlond and install the OVF package from the Intermnst, o

specify & location accesside from your computer, such as a local hard drive, &
ritwork share, of & CDJOVD drve,

LI cgack | met> | cone |
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4. Verify that the OVF template details show that the product is HCP-VM
and the Size on disk is 32.0GB (thick provisioned).

5. Click Next.

[ (3 Deploy OVF Template — = | &

OVF Template Details
Werify OWVF bemplate detals,

e
OVF Template Details
Nare ol Locabion Procuct: HCPVM
k Mapgin
o Comp
Diowriosd size: TIE.3MB
Cize on disk: 1.5 GB (thin provisioned)
L.0'TE (thick pronvisionsd)
Description: OWF bemplate for multi-node HCP in a ¥M deployment
Help I < Back I Bt > I Cangel
. b
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6. Enter a name for the node that is being deployed. It should be nhamed
something meaningful for the installation. For example: HCPVM-node-1.

7. Once the name has been entered, click Next.

- |

Name and Location
Spedify & name and location for the deployed templabe

e Plarma
QVF Template Detais
Hame and Location

Sinencs The name can contain up to 50 characters and it must be unigue within the nventory folder,
Dl Formast
Metwork Mapping

Fieady bo Complete Eveanry Lo

B [ Peprem-voenter
) Discovered virtual machine

LI imlﬂmzlcml
A
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8. Select 1 datastore from the list you previously added to the ESXi hosts.
If you're doing a consecutive load, make sure to select the next
datastore down (from the previous load) on the list. The selected
datastore should have a capacity of 50GB.

9. Click Next.
- ]
Storage
ihere do you want to shors the virtual machine fles?
Souroe Select & destination storage for the virtual machine fies:
OVF Tamplybe Datads -
tiame aned Locaton Wi Storage Profle: | =la
’f*"'l'_"?‘ Hame [ Drive Type | Capacity | Provisionsd | Fi =
L: ; .f;v_q i catastors Non-SD 10,00 GB  B31.00 MB 2,14
ke.‘s-;.' to :_:;-',:.e'.r hep-wm_luster-1_node_1_detastong 1 Non-53 120 T8 97900 MB 1.20 L
B hep-ve_cluster-|_pade 2 _datetors 1 Non-530 120 TE 980.00 MB 1.200
@ ho-vm_cluster-]_node_3 datastore 1 Non-S5D 120TB 980,00 MB 1.20
H hep-wre_gluster-1_pode 4 datastons | Non-350 1Z20TE 97900 MB 1.20
E_ wilenter_datastons Hon-550 19975 GB 9405 GB 10570 -
L F - ]
L
r
|
|
\ Hame Drive Type Capacity Provisioned | Free | Type | Thin Prowi
[
‘ n "
Compatibdity:
LI <ok | [ mem | com
Al
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10. Verify that the datastore you selected matches the Available space size
expected for the datastore.

11. Select Thick Provision Eager Zeroed.
12. Click Next.

[F:%;ﬂ]

| In which format do you want to store the virtual diskes?

i'w'? ) Datastone: -vm_chster-1_pode_1_d
OVF Tamplate Datads

Hiame 2o peates Avslsble space (GE): 12278

Sloraos

Disk Format

Metwork Mapping
| Ready to Complete ™ Thickp Laxy B
(% Thick Provision Eager Zeroed

" Thin Provision

LI <tock | [ mest> | conce |
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13. Hover your cursor over a Destination network to make a drop down
menu button appear. Click on the drop down menu for Destination
Networks.

14. Change the Destination Networks so that the Front-end Network lines up
with the BuildVMDisk Network.

15. Change the Destination Networks so that the Back-end Network lines up
with the Virtual Back-end Network.

5 Deploy OV Tomplete o
Betwmrk Happeg
il metecren s B e end st e
- Moy B rrbrt L ¢ S T gty b reteoeta i i ety
k-4 Ehurte Mebadrhs = ]
i [T —— [TeeeTR—
Fra— rtutl Bachana Pitaor [
Descpion:
Tre P MOt tarteark rafeeart
Pl 5 Back | by el
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16. Verify your Destination Networks are set the same way as in the image

below.
17. Click Next.
Deploy OVF T ]
Network Mapping
‘ihat networks should the deployed template sa? |
e
CIVF Tarmolats Dabais Map the neteorks used in this OVF templabe bo netwerks in your mentory
[fame aod Location
Elorsos Source Networks DestinationNetworks
Ceiformal BuildVMOist Network Frantend Network
Reacy to Compiele Virtual Backend Network [Backend etwerk K|
Feady o Compeele
Descripbion:
The ¥irtusl Badoend betwork network
LI < Black I Mt > I Cancel I
|

0 Important: Do NOT select the Power on checkbox.
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18. Verify the information in Deployment settings matches what was
previously entered:

a. If so click on Finish to begin the OVF deploy.

b. If not, go back and correct any information that needs to be
changed.

ol

ﬂ_ﬂeplun'FT

Ready to Complete
Are these the options you want to use?

l

When you dick Finish, the deployment sk wil be started,

Deployment setbngs:

OVFfile: iU sers \wel 27233 Do cuments \HOP_ 15046 00WMIHCP-
o ':_"w_p__ Bawnload se= 7163 MB
T S—— Size ondigk: R )]
Ready ta Complete Name: HOPM

Falden PLpevmevipnter

HasyfCluster: btp-wm-cluster-1

Specific Host 172.20.27.108

Datastors btp-win_dluster-1_nede_1_datastors 1

Dk prowvisioning: Thick Provision Eages Zemed

Netwirk Mapong: “BuildWMDist Metwork™ to Front-end Network™

Networ Magping: Sdirbual Backend Netwark™ o "Back-end Metwork™

¥ ower an after deployment

_ o | stk |[ P | cocel

0 Important:

e You must repeat the OVF deployment for each of the nodes that are going to be part
of the HCP-VM system.

e Make sure that you have highlighted the desired ESXi host that you want the HCP-VM
node to run on initially before importing the OVF.
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Once the OVF Deploy is completed, you will see the following message.

T — | —

-
(/) Deployment Completed Successfully

e - |

Deploying hop-wm_duster-1_node_1

Completed Successfully

Close

Step 3: Complete the Deployment
To complete the deployment:

1.

After the OVFs have deployed successfully, in the left side navigation bar
right click on the HCP-VM and select Edit Settings.

. In the Settings window, click Add.

In the Add Hardware window, select Hard Disk.

. Click Next.

%) HCPYM-0 - Virtual Hachine Properties

. Hardware | Gptons | Reseurces | Profies | vserces |

Device Type
I.'.MIWLUFS!\'\C!dﬁMW@‘Wm!ﬂW'.Immm:‘

DevicETyRe: Choose: e kype of device you wish o 2dd.

=101 x|
Virtual Maching Vergion: vmx-09

|
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5. Select Raw Device Mapping.

6. Click Next.

2 HOPYM-0

virtual Machine Properties

Harcware | Options | Resources | Profies | vservices |

[He

EESACONNNNN0NAAOEG NN

dd Han
Select a Disk

— 1 Memey Configuration

T T

A virtual disk i composed of one: o more Fled on the hast file system. Together these

fies appear 45 & single hard disk 1o the gQuest operating system.

Sedact the type of disk o uss,

i Diske
" Create 8 new virbual dik

T Use an existing virtual dsk

= R Device Mappings:

access it using & datastare.

Reuss & previousy configured virtual disk.

Give your virtual maching drect access to SAN, This option allows you o
use axitng SAN commands to manage the storage and continue to

_ v |

o |

v
7. Select the desired LUN.
8. Click Next.
e HCPYH -0 - Virtual Machine Properties -Inl x|
o |th-] | Proies | | Virhual Machine Versan: vise-09
— 1 r=Memory G |I

E

SEEARNNNNN0N0NHOOO NN

Select and Configure a Raw LUN
\ihich LUN would you ke to use for this raw disk?

" I ﬂw

4]

HITACHI Fibre Channel Disk (naa.6...
HITACHI Fibee Chanined Disk (n3a.6-..
HITACHI Fibre Channel Disk (naa.6...
HITACHI Fibre Channel Disk (naa ..
HITACHE Fibre Channel Disk (naa k...
HITACHI Fibre Channed Disk (naa.6-..
HITACHEFibre Channel Disk (naa6...
HITACHE Fibre Channel Disk (naa k-,
HITACHE Fibre Channel Disk (naa.b...
HITACHE Fibre Channel Disk (naa.f...
HITACHI Fibre Channel Disk (naa.6...
HITACHI Fibre Channal Disk (naa k...
HITACHI Fibre Channel Disk (na8.6...
HITACHI Fibire Channel Disk (naa.6...
HITACHI Fibre Channel Dik (na8.6...
HITACHI Filsre Channel Disk (naa.6...

| Path 0
vwrehbaZ:C0:To:L0
wmhbaZ:C0: Tl
vmhbal:(0:To:L2
wmhbaZ:C0: T3
vmhbal:{0:To:L4
vmhbal: LS
vmhbaZ:C0:To:LE
vmhbaZ:C0:Th:L?
vmhbaZ:C0:To:LA
wmhbaZ:C0:To:LY
wmhbaZ:C0:Th:L 10
vmhbaZ:C0:To:L 12
vhbaZ:00:Th:L 12
wmhbaZ:(0:T0:L 13
vihbaZ:C0:To-L 14
wmhbaZ:00:T0:L1S

L ST A S

e e e e
kLRSS

Name, Identifier, Path ID, LUN or Capacity cantains: - I Clear =
| Lun | cap.] Hardware A
10,

Supposed
Suppoed
Suppored
Supported
Supponed
Supparned
Suppored
Suppared
Supported
Supparned
Supparted
Supparted
Supported
Suppaorted
Suppodted

Supponed &
v

<gsck | [ mets | oou

L.i]ﬁ
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9. Select Store with Virtual Machine.

10. Click Next.

=
E
=)
¢
¢
¢
€
=)
5|
s
<
=
=
<
0]
=
=
L
L

11. Select Physical.

12. Click Next.
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924

13. Select the next SCSI device.

14. Click Next.

re
Hi Advanced Options
These advanced sptians do not ususly need to be changed,

=
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15. Review your actions and click Finish.

16. Repeat the steps to add a second data LUN.

0 Important: Do NOT power on the HCP-VM yet.

=% HOPVM-0 - Virtual Hachine Properties =101 x]
Hmae'tbwﬁlnmum|m&s'|\5cmusl Virtual Machine Version: vini-09
—_— i r=Memony Configuration |
P s vorieare %
: Ready to Complebe
'l Review the salacted aplions and didk Firish o sdd the hardware.
L
E
= Cplons:
c Hardware type: ard Dok
c Creats disk: Lise mapped system LUN
[ Wirtual Device Mode: 5CST (0:4)
c xd S Diesk: mode: Pergistent
= — Target LUN: HITACH! Fibre Channed Disk (naa, S0050e50 1327450050202 74500000031)
< Ready to Complete Compatblity mode: Physcal
= Mapped datastore:  Stone with WM
=4
=
=
=]
=
L]
o
&
L]
e | S I
4

Configuring the HCP-VM small instance
If you are deploying this HCP-VM system as a small instance system, before
powering on the HCP-VM nodes you need to change the CPU count and RAM

for each node:

1. In vSphere Client right click on the HCP-VM node and choose Edit
Settings from the context menu.

2. Select the Hardware tab in the Virtual Machine Properties window.

3. Select Memory from the hardware list and adjust the allocation to 16 GB
in the Memory Configuration pain.
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4. Select CPUs from the hardware list and adjust the Number of virtual
sockets and Number of core per sockets so that the Total number of cores
equals 4.

5. Click OK to save your changes and close the Virtual Machine Properties
window.

Configuring HCP-VM network

After deploying the OVF, the following steps need to be performed for all
HCP-VM nodes in the vSphere cluster. They must be done in this order:

1. Power on the first node.
2. Follow the configuration instructions below.

3. Repeat for the next node in the HCP-VM system.

addresses, network mask, default gateway and Back-end IP addresses from
the network administrator at the customer site. All Back-end IP addresses
must be on the same subnet. For easier installations and support, request
the last octet of the Front-end and Back-end be sequential.

é Note: Before continuing with this procedure, you will need the front-end IP
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To configure the HCP-VM network:
1. Access the vSphere Client.

2. In the left side navigation bar, right click on the lowest numbered node
and click on Open Console.

&) hep-vm _cluster-1_node 1 on 172.20.27.102 [
Eile View VM

=0 el &R SR

fippliance Operating System release 6.8
Kernel 3.1.5-5.xB6_64

ALT+FS for Appliance Application Status
ALT+Fb for Appliance Process Status
ALT+FB8 for Appliance Diagnostics

ALT+F1 to return to this login screen

os login: _

3. Login to the HCP-VM node console with the default login information:
o Username: install

o Password: Chang3Me!
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4. Change the password to hcpinsta11(The last two characters are the
number one).

(5 hep-vm _cluster-1_node 1 on 172.20027.102

File View VM

"N & I3 g

Fg for Appliance D

LT+F1 to return to this

nging pa
rrent) |

do mot match.

id

11l authentication tokens wpdated successfully.
pdated .

If you install your

+ the new pazsword
dill be agated

e ENTER to contimuwe: _

HCF 6.8 Configuration Menu

correct? [Default: yesl:

6. Update options 1 and 5 with information provided by the customer.

Chapter 4: Creating the HCP-VM system

Deploying an HCP-VM System



Configuring HCP-VM network

7. Ignore option 4 unless the customer wants to deploy with VLAN support
turned on. See appendix A for configuring the ESXi Networking to
support this.

File View WM

8. For the example system, the following was changed and is reflected in
the next image:

o  Front-end IP: 172.20.27.150
o Gateway address: 172.20.27.254

o Back-end IP: 172.21.150.150

A Note: For configuring separate clusters, if you use similar Back-end IPs the
third octet has to be unique, otherwise the nodes will communicate across
clusters.
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9. Confirm the information and enter Bto commit the changes.

10. Press enter to reboot the HCP-VM node.

(%] hep-vm_cluster-1_node_1 on 172.20027.102 = ﬁ.’...'d_

R, You will be taken back to the login screen

11. The HCP-VM node will begin to reboot. Do not touch it until the reboot is
complete.

A
E Note: The previous steps must be completed for each VM you set up.
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12. Once the HCP-VM node finishes rebooting, login with the username and
password:

o Username: install

o Password: hcpinstall

(5] hep-vm _cluster-1_node_1 on 172.200.27.102 | =) _ﬁa

File View YM

N S E 6 B &

in Menu
in HMenu

dr

red node number:

Enter a selection:

Install HCP software

The HCP install is performed from the node with the highest last octet in its
Back-end IP address. For example, the four Back-end IP addresses for the
example system are:

o 172.21.150.150
o 172.21.150.151
o 172.21.150.152
e 172.21.150.153

So0 172.21.150.153 is the proper node for the HCP software installation.
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102

a

Note: While HCP software is customer installable, it is not possible to
enable data at rest encryption (DARE) on customer installed systems.
DARE encrypts data on primary storage and data tiered to external storage
pools. If you plan to utilize DARE features, please contact your authorized
HCP service provider before performing the software installation.

To install the HCP software:
1. Access the vSphere client.

2. In the left side navigation bar, select a console under 172.20.27.153
(hcp—vm_cluster—l_node_4).

3. Right click on the console and click on Open Console.
4. Login with the username and password:

o Username: install

o Password: hcpinstall
5. Enter 3.

6. Hit Enter.

(& hep-vm_cluster-1_node_4 on 172.20.27. 108

File View VM
P 9|8 @ BB @ f

6.8 Configuration Menu

Get HCP Setup Files
Configure HCP Network
Install an HCP 3System
Log Dut

Currently installed version: HNone
UVersion on CD: None
Extracted version: 6.8.8.98

Enter a selection: 3_
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Step 1: Identify the nodes in the HCP system
To identify the nodes in the HCP system:

1. From the HCP 7.3.1 Configuration menu, enter 3 to run the HCP Setup
wizard.

2. In response to the confirming prompt, enter y or yes to confirm your
entry or nor no to try again.

When you enter y or yes, the HCP Setup wizard New Install menu
appears.

HCP Setup: New Install Menu

HCP MNodes

Restore Default Configuration
Review Current Configuration

Install a New HCP System with This Configuration

Exit-sWrite out Configuration File
Return to Configuration Menu

Enter your choice.
[Default: 11: _

3. Enter 1 toidentify the nodes in the HCP system.
The HCP Nodes menu appears.

HCP Nodes Menu

[1]1 Storage Mode Back-end IP Addresses

[b]l Go Back to the Previous Menu
[g]1 Return to Configuration Menu

Enter your choice.
[Default: 11:

4. From the HCP Nodes menu, enter 1 to identify the storage nodes in the
HCP system. Use the back-end IP address to identify each node.

Tip: If you chose to enter the node IP addresses as literal values, enter the

IP address of the lowest-numbered node first. For subsequent IP addresses,
HCP Setup presents a default value that’s one greater than the previous IP

address that you entered.
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5. From the HCP Nodes menu, enter b to return to the New Install menu.

The New Install menu now includes additional options for configuring
the HCP system.

HCP Nodes

Distributor/0OEM Eey Bccess (Brizona)
Networking Settin

LNS Settings

Time Settings

Internal Configuration Settings
Encryption Settings

Restore Default Configuration
Beview Current Configuration

Install a New HCP System with This Confiquration

Exit/Write out Configuration File
Eeturn to Configuration Menu

Enter your choice.
[Default: 2]: _

Configure the HCP system
From the New Install menu, execute the additional options for configuring

the HCP system. Each option either opens a lower-level menu with
configuration options, or leads directly to a configuration option.
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To configure the HCP system:

1. Enter 2in the New Install menu to open the Key Access menu.

2. Change the distributor key.

9 Tip: If thisis an HDS provided system, keep the default Arizona key.

3. Enter yor yesto confirm the change and return to the New Install menu.

() hep-vm_cluster-1_nade 4 on 172.20.27.108

File View YM

a valid distributor key for p any (supplied by HDS).
ke A 1mig tu to r

Hote! Control-C cancels

Enter distributor key
[Default: Arizonal:

You chose "Arizoma', is thiz correct?
[Default: yes]:
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4. Enter 3to open the HCP Networking menu.
5. Enter 1 and change the Gateway router IP address.
6. Enter 2and change the Multicast Network.

7. Enter bto return to the New Install menu.

F L EE—— T 3 R = =
(2 hep-vm_cluster-1_node 4 on 172.20.27.108 - s | B S

File View WM
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8. Enter 4to open the HCP DNS Options menu.

9. Enter 2to input the domain name for the system.

Install HCP software

(5 hep-vm_chuster-1_node_4 on 172.20.27.108
File View YM

E N p =@ i3 &

HCF DHS Options

10. Enter the system domain name.

(%) hep-vm_cluster-1_node 4 on 172.20.27.108
File View ¥M
"N p B O 'I_' e

Domain Hame for the 3

= the folly gual if

Example: HCPLl.example.com
Hote: Control-C camncels i|'||'|||l__

Enter system domain
[Default: Honel: clu vm-1.wilco.net

h ( choze: "cluster-vm-1.wileo. net”, is this correct?
[Default: yesd:

If you are not a dummy names

to b
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11. If Option 1: Enable DNS is not set to yes, change it to yes.

12. If Option 3: DNS Servers is not set to the proper corporate DNS server,
change it accordingly.

13. Enter bto return to the New Install menu.

14. Enter 5open the HCP Time Options menu.

15. Enter 1 and set the time configuration to an external time server. Use
the same time server that has been configured for all ESXi hosts in the

HCP-VM system.

This was set up in the "Enabling NTP for the ESXi hosts".

(2 hep-vm_cluster-1_node_d on 172.20.27.108 | 5
File View WM

"N B E 1

%

ime Options

1 Back to tl
] Beturn to Configur

Enter your choice,

[Default: 11:
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(5 hep-vm_cluster-1_node 4 on 172.20027.108
File View Y¥M
"N & E g 3

Time-Server Configuration

Example (time.nist.gow): 192 .4

Hote: Control-C camcels input.

Internal or t SEMVEr name or F address.
[Default: in all: &4.98.182

is thiz correct?

+ through the

17. Enter 6 to change the internal settings.

18. Select Internal.

(5] hep-vmn_cluster-1_node 4 on 172.20.27.108
File View Y¥M
N & E & e @

Storage Con

What type of
1
Hote! Control-C cancels input.

Enter int
[Defanlt:

You ch 1 "internal", is %= correct?

[Defaul yes

channel or other
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19. Select the option to set the serial number for the system and enter the
unique serial number for this HCP system.

system. Omitting the serial number will cause the system to report that

0 Important: The HCP system serial number is required to license the
you are in violation of your license agreement.

(5 hep-vm_cluster-1_node 4 on 172.20.27.108 | kel . -

File View WM

valid zerial number

: 18E1881): 18H18H1

Please enter it again.
[Default: Homel: 1HB1H81_

20. Decide if replication will be enabled.

If you enter yesto enable replication, the wizard asks if this is a
reinstallation of a primary system after a replication failover with DNS
failover enabled. If you enter yes to this prompt, it requests that target
replicated namespaces in this system will continue to be redirected to
the replica until data recovery is complete, provided that those
namespaces are configured to accept such requests.

Important: Do not enable replication if you have not purchased this
feature. Doing so makes the system violate your license agreement.

- Contact information for HCP customer support.

21. To specify no contact information, hit space.
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22, If you want to enable encryption, contact your authorized service
provider.

Execute the installation
If you enabled encryption in the previous section, have your security
administrator present for this step. The security administrator should be
the only person to see the encryption key.
To execute the HCP software installation:

1. From the New Install menu, enter x.

The wizard should display the following information.

(&) hcp-vm_cluster-1 node 4 on 172.20.27.108 [E=gEE
File View VM
miy &8 &G RRBP @

[Default: yes]:

Enter back-end IP address:
ion confirmation.

DNS Server(s) = 192.168.188.45

Customer Support Contact Information = United States: (888) 446-B744. Outside t
he United States: (858) 547-4526

Multicast Network = 238.172.43.65

Storage Configuration = internal

Time Zone = America-New_York

Gateway Router IP Address = 172.28.27.254

Current Date and Time = None

Domain Name for the System = cluster-um-1.wilco.net
Enable Encryption = No

Time Settings Compliance Mode = No

HCP System 3Serial Number = 18A1881
Blade Servers = No

Distributor~-0EM Key Access = Arizona
MQE Index-Only Uolumes = No

Time Server(s) = 64.98.182.55

Enable DN3S = Yes

Chassis = None

Enable Replication on This System = No
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(&) hcp-vm _cluster-1 node 4 on 172.20.27.108 ey
File View VM
mipr &8 &GRS

Gateway Router IP Address = 172.28.27.254
Current Date and Time = None

Domain Mame for the System = cluster-vm-1.wilco.net
Enable Encryption = No

Time Settings Compliance Mode = No

HCP System Serial Number = 1881881

Blade Servers = No

Distributor~-0EM Key ficcess = Arizona

MQE Index-Only Uolumes = No

Time Server(s) = 64.98.182.55

Enable DNS = Yes

Chassis = None

Enable Replication on This System = No

Spindown Volumes = No

HCP Storage MNodes: 4
172.21.158.158
172.21.158.151
172.21.158.152
172.21.158.153

HCP Search Nodes: @

Use SHIFT+PGUP to review the Configuration.

Is this Configuration Correct?
[Default: nol: _

2. Review the configuration.
3. Perform one of the following steps:
a. If the configuration is not correct:
1. Enter nor no.
2. In response to the confirmation prompt, enter y or yes.
3. Correct any mistakes you made in the previous sections.
b. If the configuration is correct:
1. Enter yor yes.
2. In response to the confirmation prompt, enter y or yes.

When you enter y or yes, HCP Setup performs a set of installation prechecks
and, if they are successful, installs the HCP software on all nodes in the
system. This can take from several minutes to several hours, depending on
the size of the logical volumes.

Important: If you enabled encryption in the system configuration, HCP
Setup displays the encryption key after doing some initial setup. It then
prompts you to enter the key. Before entering the encryption key, write it
down on paper.
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After you enter the key, HCP Setup proceeds with the installation. You do
not get a second chance to see the encryption key, and the key is not stored
for later retrieval.

When the installation is complete, HCP Setup logs you out and reboots the
nodes. The console then displays the login prompt.

If HCP Setup exits at any time before the installation processing is
complete, make a note of all error messages and then contact your
authorized HCP service provider for help.

Beginning of HCP install. Pre-checks for system health.

(3] hep-vm_cluster-1_node. 4 on 172.20.27.108 s |

File View YM

O p 06 g
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HCP installation formatting the data LUNs.

(5 hep-vm_chuster-1_node 4 on 172.20.27.108

File View VM

node 158: 4 comp lete
node ‘ Complete

I'.||rr|'|| lete
Complete
H13 Curre
Comp lete
Comp lete
Comp lete

I
nod Fa Complete
node E HE Complete

After the installation is complete, the HCP-VM nodes will all reboot, and
instead of the aos login prompt you should see an hcp-node-<nodeNumber>
prompt.

After the reboot, you can also check the runlevel of the node by hitting
Alt+F5 when inside the console.

(5 hep-vm_cluster-1_node_1 on 172.20.27.102 =
Hile View ¥M
Fri Mar

=150 .cluster-colo-HB89-uml . labk . arc

load average: B.BH, H.HB1, A.H6
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Verifying the HCP installation

Access the HCP System Management Console to verify that the HCP system
installed correctly.

To verify the HCP system installation:

1. Open the System Management Console by entering one of the following
URLs in a web browser on a client computer:

o Ifthe HCP system is configured for DNS - https://admin.hcp-
domain-name:8000

o If the HCP system is not configured for DNS - https://node-ip-
address:8000

Node-ip-address is the Front-end IP address of any storage node in the HCP
system.

Note: If you inadvertently use http instead of httpsin the URL, the
browser returns an error. Enter the URL again, this time using https.

2. When prompted, accept the self-sighed HCP SSL server certificate either
permanently or temporarily. Set a temporary certificate if you plan to install
a trusted certificate later on.

The System Management Console login page appears.

Tip: If the browser cannot find the System Management Console login
page, wait a few minutes; then try again. If the login page still doesn’t
open, contact your authorized HCP service provider for help.

3. Check the serial number on the login page. If the serial number is
incorrect, contact your authorized HCP service provider for help.

4. Log into the System Management Console with this username and
password:

o Username: security

o Password: Chang3Me!

Chapter 4: Creating the HCP-VM system 115

Deploying an HCP-VM System



Install HCP software

116

Once you login, the Console displays either the Change Password page or
the Hardware page.

If the Console displays the Hardware page, it means the nodes are still
starting HCP. This process can take several minutes. When more than half
the nodes have completed their startup processing, the Console
automatically displays the Change Password page.

If the Hardware page remains displayed after several minutes, please
contact your authorized HCP service provider for help.

5. On the Change Password page:
a. In the Existing Password field, enter Chang3Me!.
b. In the New Password field, enter a new password.
c. In the Confirm New Password field, type your new password again.
d. Click on the Update Password button.

A valid password must contain any UTF-8 characters, including white space.
The minimum length is six characters. The maximum is 64 characters. A
password must include at least one character from two of these three
groups: alphabetic, numeric, and other. For example:

o Valid password: P@sswOrd
o Invalid password: password

6. In the top-level menu, click on Hardware.

7. On the Hardware page, make sure the nodes have the:
© Node status is Available.

o Status of each logical volume is Available.

Tip: To see the status of a logical volume, mouse over the volume icon.

If all the nodes and logical volumes are available, the installation was
successful and you can begin creating tenants. However, you may not want
to do this until all additional setup is complete.
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If any nodes have a status other than Available, or if any logical volumes for
available nodes have a status other than Available or Spun down, please
contact your authorized HCP service provider for help. Also contact your
service provider if the number of logical volume icons for each node does not
match the expected number of logical volumes for the node.

8. Do either of the following steps:
a. Perform additional system configuration, as described in "Setting
additional configuration options". Do this only if the installation was
successful.

a. Log out of the System Management Console, and close the browser
window to ensure that no one can return to the Console without a

logging in.

Setting additional configuration options
After verifying that the HCP system was correctly installed, you can perform
additional system configurations. For example, you can enable syslog
logging or disable ping.

To set additional configuration options:

1. Log into the HCP System Management Console as the security user (if
you're not already logged in).

2. Create a new user account with the administrator role.

Alternatively, you can add the administrator role to the security user
account and then skip step 3 below.

3. Log out of the Administration Console. Then log in again using the new
account with the administrator role.

4. Perform the configuration activities.

5. Log out of the System Management Console and close the browser
window to ensure that no one can return to the Console without logging in.

For information on creating user accounts and performing system
configuration activities, see Administering HCP.
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Monitoring and alerting

The HCP hardware based appliance has built in redundant hardware,
monitoring, alerting and failover behavior that cannot be leveraged in a
virtualized VMware environment. To maintain performance and data
integrity, all underlying hardware associated with the HCP-VM system must
be treated as mission critical and monitored for failures. Whenever Hitachi
servers, storage, and networking are part of the HCP-VM system, they must
be connected to HiTrack. Any non-Hitachi equipment should be closely
monitored using the vendor or customer equivalent to HiTrack. Any failures
in the HCP-VM infrastructure must be corrected as soon as possible. Drive
failures, in particular, should be closely monitored, given the possibility of
lengthy RAID rebuild times.

Monitoring and alerts

In general, HCP-VM can be managed like other HCP platforms except when
monitoring the physical environment and monitoring the VMware
environment. Here are some of the differences between HCP-VM monitoring
and other platforms:

e HCP-VM System hardware monitoring is the responsibility of the
customer and should be treated with the utmost priority and
importance.

e HCP IPMI monitoring is not available in the HCP-VM environment.

e Storage is not restricted to Hitachi arrays. Array health monitoring and
maintenance is the responsibility of the customer.

Software monitoring

HCP maintains a system log which logs all events that happen within the
system. You can view this log in the HCP System Management Console.
You can send system log messages to syslog servers, System Network
Management Protocol (SNMP) managers, and/or email addresses.
Additionally, you can use SNMP to view and, when allowed, change HCP
system settings.

You can generate charge back reports to track system capacity and
bandwidth usage at the tenant and namespace levels.

The HCP Software application's health can be monitored via HiTrack.
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HCP resource monitoring

HCP uses System Activity Reporter (SAR) data for resource usage
reporting. SAR runs on each node in the HCP system. Every ten minutes,
SAR records statistics representing the average use of resources in the node
for the past time interval. The graphs on the resources page of the System
Management Console show the statistics for a subset of those resources.
The resources that are monitored include the CPU, logical volumes,
memory, and networks.

Hitachi Content Platform HITACHI
Overview Hardware Tenants Services Security Monitoring Configuration _i Log Out/Password [P
Resources
2/26/2013 1:45 PM 2/27/2013 7:33 AM 2/28/2013 1:21 AM

0.075 1) X X A l 0.003
0050 0.002

0.000 0.000
[GET] 1200 00:00 .00 12:00 00.00
AL (0.05) wAILHCP (0.1) =150 C5(0.05) w150 HCP (0.11) AILID Wait (0) w150 10 Wait (0

% 10 riw

[ Pages/sec

ik

0000
00:00 12:00 00:00 00:00 1z2:00 00:00

All Read (3.84)  wAll Write (1.33) =150 Read (3.83) w130 Write (1.4) All Swapout (0) w150 Swapout (0)

HCP diagnostic menu

For any HCP node, you can run diagnostics that analyze and resolve issues
with interactions between nodes and other components of the HCP
environment. The diagnostics are available through the system console.

The diagnostics let you:

e Ping - Test if a selected device is accessible through the network.
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e Traceroute - Display the network path used for communication
between the node and a specified device.

e Dig - Query the DNS for the records that match a specified IP address or
domain name.

e Route - Display the routing table for a node.
e Showmount - Display the NFS exports table for a specified device.

More details about HCP system monitoring facilities can be found in the
Administering HCP manual.

VMware Monitoring and Performance is the responsibility of the customer.
In the vSphere center, under the performance tab, clients have multiple
ways to monitor resources.

212207102 sgpee cien

File Edit View Inventory Administration Plug-ins Help

B B |& rome b g muentory b [ mventory

& &

[ [172.2027.102

localhost.localdomain VMware ESXi, 5.1.0, 799733 | Evaluation (56 days remaining)

Getting Started | Summary | Virtual Machines | ResourceAllocation [[IEUUEREN Configuration | Local Users & Groups | Events | Permissions

CPU/Real-time, 2/28/2013 12:58:36 AM - 2/28/2013 1:58:36 AM Chart Options... Switch to: [cpU - & @ H @
Graph refreshes every 20 seconds
[ 2000 100
I 1500 754
z 2/28/2013 1:18:40 AM '
H B Usage in MHz for : 36 MHg bl
N 1050 B Usage for : 0.09 Percent 0 2
B B Usage for 20: 0.01 Percen| 2
B Usage for 21: 0.03 Percen| | 2
B Usage for 22: 0.01 Percen) |
500 ‘ | 254
1
I \
A A ’ A N A i} A |
RAVATNT N P S S S\ O N T NP NS SN | P, S N, S | N PR ) P VAN Y S\, G, O N\ A
T g T g T T T T T T T T
1:00 AM 1:05 AM 1:10 AM 1:15 &M 1:20 AM 1:25 AM 1:30 AM 1:35 M 1:40 AM 1:45 AM 1:50 AM 1:55 AM
Time
Performance Chart Legend
Key | Object Measurement Rollup Units Latest| Maximum | Minimum|  Average -
m localhostlocald..  UsageinMHz Average MHz 58 1458 20 53344 Bl
B localhostlocald. Usage Average  Percent 0.15 3.96 0.05 0.142 W
|- Usage Average  Percent 0.06 0.18 0 0.02
m a2 Usage Average  Percent 0 0.26 0 0.014
O =2 Usage Average  Percent 0.01 115 ] 0.023
B = Usage Average  Percent 0.02 0.21 0 0.013 -
Recent Tasks Mame, Target or Status contains: = Clear X
Name Target Status Details Initiated by | Requested Start Ti... =~ | Start Time Completed Time
&1 Tasks Evaluation Mode: 56 days remaining  [root

120

For more details on monitoring options, refer to the VMware Monitoring and
Performance guide which can be found here:
http://pubs.vmware.com/vsphere-
51/topic/com.vmware.ICbase/PDF/vsphere-esxi-vcenter-server-51-
monitoring-performance-guide.pdf
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This chapter covers changing between the supported e1000 and VMXNET3
network adapters on your HCP-VMs.
About network adapters

HCP supports two types of network adapters: 1000 and VMXNET3. With
release 7.2.1 of HCP, all newly installed HCP-VMs are automatically
configured to use VMXNET3 adapters. You can configure older HCP-VMs to
also use VMXNET3 adapters or you can configure new HCP-VMs to use
€1000.

€1000 network adapters only support one gigabyte network configurations.
VMXNET3 support both one and 10 gigabyte network configurations. If you
have a 10 gigabyte network configuration it's recommended that you use
VMXNET3 network adapters.

Disabling LRO on the ESXi host for VMXNET3

If you are using or want to switch your HCP-VMs to the VMXNET3 network
adapter, you need to disable LRO in the guest Operating System to prevent
potential TCP performance degradation.

To disable the LRO on the ESXi host:

1. Log in to the vSphere Client.

2. Click on a server that hosts ESXI for your HCP-VMs.

3. Click on the Configuration tab.
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= [ D12-11 172.18.103.132 VMware ESXi, 5.5.0, 1746018 | Evaluation (57 days remaining

Getting Started | Summary | Virtual Machines ' Performance [Rellits[Tgiel)

=]

[y Rhino Test VMs
VMXNET3 Qual

E (g Track 2

B 172.18.103.128
172.18.103.130
172.18.103.132
172.18.103.53
172.18.103.55
172.18.103.57
172.18.103.59
HCPYM_old1
HCPVYM_old2
HCPVM_old3
HCPVM1
HCPVM2
HCPVM3

42 80 1 Ik e e 0 0

=
=
o
o
[L]
-

&
=
o
o
[
ka

3 Mode3

s MNoded
Waltham_dataCentre

Hardware

Processors
Memary

Storage
Metworking
Storage Adapters
Metwork Adapters
Advanced Settings

Power Management

Software

Licensed Features
Time Configuration
DMS and Routing
Authentication Services
Power Management
Virtual Machine StartupfShutdawn
Virtual Maching Swapfile Location
Security Profile
Host Cache Configuration
System Resource Allocation
Agent VM Settings

v Advanced Settings

4. In the Software panel, click on Advanced Settings.
The Advanced Settings window appears.

5. In theinventory tree, click on Net.

122 Chapter 5: Setting the HCP-VM network adapters

Deploying an HCP-VM System



Disabling LRO on the ESXi host for VMXNET3

[ Advanced Settings u1
@ ng

- Annotations
- BufferCache
- CBRC

- Config

- Vpx

... COW

.. Cpu

. DataMover
- DCUT

.. Digest

.. DirentryCache
... Disk

- FSS

. FT

... HBR

- Irg

- LPage

. Mem

- Migrate

... Misc

. Nmp

- Numa

- PageRetire
- Power

- RdmFilter
- SeratchConfig
... Srgj

- SURRPC

.. SvMotion
(- Syslog

... User

m

Net. AdvertisementDuration
duration of RARP advertisements
Min: 0 Max:
Met. AllowPT

Whether to enable UPT/NPA

Min: 0 Max:

Met.BHNetCoalesceTimeout

Whether to call coalescetimeout in BH NetPoll.

Min: 0 Max:

Net.BlockGuestBPDU

Block guest sourced BPDU frames
Min: 0 Man:
Net.CoalesceDefaultOn

Dynamic coalescing on by default

Min: 0 Max:

Met. CoalesceFavorMoVmmVmkTsx

255

1

Favor disabling all vmm->vmk tx transitions; boostits scare by factor of this/s4.

Min: 0 Max:

64

Cancel | Help

6. Scroll down to the following parameters and change their parameter

field from 1to 0.

Net.Vmxnet2HWLRO
Net.Vmxnet2SWLRO
Net.Vmxnet3HWLRO
Net.Vmxnet3SwLRO

Net.VmxnetSwLROSL

Click Ok.

From the vSphere client, reboot the server by right clicking on it, and in
the dropdown menu clicking Reboot.
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B [ Di2-11 172.18.103.132 VMware
75 Rhino Test WMs
=) JEZ'[ YMEMETZ Qual Gett'lng Started 5ummar3|r
= [l Track 2
H 172.18.103.128 Hardware
@. 172.18.103.130 Processors
S [1 G New Virtual Machine... Ctrl+ N
B 1% MNewResource Pool.. Ctrl+0O
S : New vApp... Crl+A
Gh H Disconnect
Gl K E Enter Maintenance Mode
Gl K
Gh Rescan for Datastores...
% :: Add Permission... Ctrl+P
Gh » Alarm k
% : Host Profile 3
s NEy  Shut Down
[i9 wattham |E Enter Standby Mode
Eﬁ Reboot
Power On
Report Summary...
Report Performance...
Open in New Window... Ctrl+Alt+N
Remove

Setting the HCP-VM network adapter

You can configure an HCP-VM to use VMXNET3 by removing the existing
€1000 network adapter and replacing it with VMXNET3, or you can remove
the existing VMXNET3 network adapters and replace them with e1000
adapaters. The following steps show you how to switch adapters.

Step 1: Power off the HCP-VM

Before you can switch the network adapter, you need to power off the HCP-
VM. To power off the HCP-VM:

1. Open your vSphere client.
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2. Right click on the HCP-VM that needs to have its network adapter
replaced.
A drop down menu appears.

3. In the drop down menu, hover your cursor over Power and in the second
dropdown menu that opens, click on Shut down Guest.

B Diz-1 HCPYM1
Rhino Test ¥Ms
= WMXNET3 Qual e o BSe- sl Summary ' Resource Allocation | Performance | Tasks &
Bl [y Track 2
@ 17218103128 | yyhat js a Virtual Machine?
R, 172.18.103.130
g 172.18.103.132 A virtual machine is a software computer that, like a
g 172.18.103.53 physical computer, runs an operating system and
[ 172.18.10355 applications. An operating system installed on a virtual
g 1721810357 machine is called a guest operating system.
@ 172.18.10359
HCPVM_old1 ecause every virtual machine is an isolated computing
B riual h lated I
G HCPVM_gld2 environment, you can use virtual machines as desktop or
G HCPVM_old3 workstation environments, as testing environments, or to
& [HEPVM1 consolidate server anolications.
il HCPVl Power 4 || Power On Ctrl+B |
HCPV
% NE e Guest 4 Power Off Ctrl+E
[ Noded Snapshot 4 Suspend Ctrl+Z
B MNode] @ Open Console Reset CirleT
Nodeq . .
walgam dat] 3  Edit Settings... Shut Down Guest  Ctrl+D
- Bd migrate.. Restart Guest Ctrl+R
Upgrade Virtual Hardware [rrereTTITTe
22 Clone.. settings
Template 2
Fault Tolerance 4
VM Storage Profile 3
Add Permission... Ctrl+P
Alarm 4

Report Performance...
Rename
Open in New Window...  Ctrl+Alt+N

Remove from Inventory

Delete from Disk
T

Step 2: Remove the previous network adapters

Once the HCP-VM is powered off, you need to remove the previous network
adapters from the HCP-VMs. To remove the previous adapters:

1. From the vSphere client, right click on one of the powered off HCP-VMs.

A dropdown menu appears.
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A Virtual Machine Properties window appears.

2. In the drop down menu that appears, click on Edit Settings....

The number of existing network adapters varies depending on whether
the HCP-VM is currently using e1000 or VMXNET3. If the HCP-VM is
using 1000, you need to remove four network adapters. If the HCP-
VM is using VMXNET3, you need to remove two network adapters. This
procedure shows an HCP-VM using e1000 and switching to VMXNET3.

@ HCPVML - Virtual Machine Propi;m

| ]

Hardware l Options | Resources ] Profiles ] vServices ] Virtua Machine Version: 8
Device Status
I Show Al Devices Add... | Remove | -
Hardware Summary v Connect at power on
g I::Lrjnor}' :2?68 MB Adapter Type
s
C t adapter: E1000
I;l Video card Video card G s
&= VMCIdevice Restricted e ——
e SCSI controller 0 Paravirtual
00:50:56:b9:30:67
% CD/DVD drive 1 CD-ROM 1
& Hard disk1 Virtual Disk +  Automatic " Manual
&= Hard disk2 Virtual Disk
= Hard disk3 Virtual Disk DirectPath I/0
EB MNetwork adapter 1 Back-end Netwark Status: Not supported €
BB Metwork adapter2 Back-end Network .
Metwork Connection
Ef Metwork adapter 3 Front-End Network Nebocrk bl
etwark label:
Ef MNetwork adapter4 Front-End Metwork
|Back-end Network j
w OK Cancel
2|
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In the Hardware tab of the Virtual Machine Properties window, select a
network adapter and click on Remove. Repeat this step until all network
adapters are removed.

r ~
(&) HCPVML - Virtual Machine Propert—ia‘ =REE X
Hardware lOph’ons ] Resources I Profiles I vServices ] Virtual Machine Version: 8

r . - Add... | Resto | This device has been marked for removal from the virtual
Show All Devices esore machine when the OK button is dicked.

Hardware Summary To cancel the removal, dick the Restore button.

Wl Memory 32768 MB

@ crus 8

I;| Video card Video card

= VMCI device Restricted

e SCSI controller 0 Paravirtual

% CD/DVD drive 1 CD-ROM 1

& Hard disk1 Virtual Disk

&= Hard disk2 Virtual Disk

= Hard disk3 Virtual Disk

B nMetworcadaptertHremewingy  Removed

B Hetworadepterifremering Refreved

B Mebworcadapter3-{remevingy  Removed

Ef) Netwerkadapterifremeoving) Remeved

Help 0K Cancel

4. Click on OK.

Step 3: Change the guest OS

Once the old network adapters are removed, you need to change the guest
0S. To change the guest OS:

1.

From the vSphere client, right click on your powered off HCP-VM.

A dropdown menu appears.

. In the drop down menu that appears, click on Edit Settings....

A Virtual Machine Properties window appears.

. From the Edit Settings window, click on the Options tab.
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4. In the Options tab Guest Operating System panel, click on the Version:
field and from the drop down menu select Enterprise Linux 6 (64 bit). If
Enterprise Linux 6 (64 bit) is already selected, leave it unchanged.

- -
Q HCPVMLI - Virtual Machine Pmpe.rtm

o |

Hardware Options ]Resources I Profiles ] vServices I

Settings
General Options
vApp Options
Properties
IP Allocation Policy
OVF Settings
Advanced
WMware Tools
Power Management
Advanced
General
CPUID Mask
Boot Options
Fibre Channel NPTV

Swapfile Location

CPU/MMU Virtualization

Summary
HCPVM1
Enabled
Configured
Fixed, IPv4
Enabled
Configured
Shut Down
Standby

Mormal

Expose Nx flagto ..

Mormal Boot

Nane

Automatic

Use default settings

Virtual Machine Version: 8
Virtual Machine Name
[HcPym1

Virtual Machine Configuration File
|[Node55_datashore1] HCPYM 1HCPYM 1. vmx

Virtual Machine Working Location
| Nodes5_datastore 1] HCPYM1/

Guest Operating System
" windows

% Linux

" Other

Version;

Other Linux (54-bit) ~|
Red Hat Enterprise Linux & (54-bit]
Red Hat Enterprise Linux 6 (32-bit)
Red Hat Enterprise Linux 5 {(54-bit)
Red Hat Enterprise Linux 5 {32-bit)
Red Hat Enterprize Linux 4 (54-bit)
Red Hat Enterprise Linux 4 {32-bit)
Red Hat Enterprize Linux 3 (64-bit)
Red Hat Enterprise Linux 3 (32-bit) &2

Help

oK Cancel

5. Click on OK.

Step 4: Set the Front-End network adapters

Once the HCP-VM guest OS is configured, you need to set the Front-End
network adapters. To set the Front-End network adapters:

1. From the vSphere client, right click on one of the powered off HCP-VMs.

A dropdown menu appears.

2. In the drop down menu that appears, click on Edit Settings....

A Virtual Machine Properties window appears.

3. In the Edit Settings window Hardware tab, click on Add.
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An Add Hardware window opens.

4. In the Add hardware window that opens, click on Ethernet Adapter.

' Bl
EITTER o S R

Device Type

ll What sort of device do you wish to add to your virtual machine?
Devioi'[\rpe Choose the type of device you wish to add.
Metwork connection
Ready to Complete

(@) Serial Port ~ Information
"'E’ Parallel Port This device can be added to this Virtual Machine.
= Floppy Drive

(25 c0/DVD Drive

& USE Controller

E LISE Device (unavailable)
8l FCI Device (unavailable)
“ Fthernet Adapter
& Hard Disk

%SCSI Device (unavailable)

Help | < Back | Next = I Cancel

5. Click Next.

6. On the Network Connection page in the Adapter Type panel Type
dropdown field, take one of the following actions:

o Ifyou're switching to VMXNET3, select VMXNET3
o If you're switching to 1000, select e1000

7. In the Network connection panel, select Named network with specified
label.

8. Select Front-End Network.
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LTI v J L

Network Type
I What type of network do you want to add?
Device Type Adapter Type

Metwork connection Type: YMXMET 3 A

Ready to Complete

Adapter choice can affect both networking performance and migration compatibility.
Consultthe VMware KnowledgeBase formore information on choosing among the
network adapters supportedfor various guest operating systems and hosts.
Metwork Connection

{* MNamed network with spedified label:

Front-End Metwork -

-~

I =]

Legacy network types are not fully compatible with migration between hosts.

Device Status

W Connect at power on

Help | < Back | Mext = I Cancel

9. Click on Next.
10. In the Verification page, click on Finish.
11. Back on the Virtual Machine Properties window, click OK.

The first VMXNET3 network adapter needs to be connected to the Front-
end network. The second VMXNET3 network adapter needs to be
connected to the Back-End network. For more information on connecting
the second VMXNET3 network adapter to the Back-end network, see
Step 5: "Set the Back-End network adapters" below

The first and third e1000 network adapters need to be connected to the
Front-end network. The second and fourth e1000 network adapters need
to be connect to the Back-end network. For more information on
connecting the second and fourth e1000 network adapters to the Back-
end network, see Step 5: "Set the Back-End network adapters" below

Step 5: Set the Back-End network adapters
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Once the Front-End network adapters are set, you need to configure the
Back-End network adapters. To set the Back-End network adapters:

1. From the vSphere client, right click on the powered off HCP-VM.
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A dropdown menu appears.

. In the drop down menu that appears, click on Edit Settings....
A Virtual Machine Properties window appears.

. In the Edit Settings window Hardware tab, click on Add.

An Add Hardware window opens.

. In the Add hardware window that opens, click on the Ethernet Adapter.

' Bl
EIETE e B i
Device Type
ll What sort of device do you wish to add to your virtual machine?
Device Type Choose the type of device you wish to add.
Metwork connection
Ready to Complete :
! P I@Serial Port Information
QF‘ara"el Port This device can be added to this Virtual Machine.
&Floppy Drive
{24 co/DVD Drive
GUSB Contraller
E LISE Device (unavailable)
&= FCI Device (unavailable)
& Hard Disk
%SCSI Device (unavailable)
Help | < Back | Next = I Cancel
. Click Next.

. On the Network Connection page in the Adapter Type panel Type
dropdown field, take one of the following actions:

o Ifyou're switching to VMXNET3, select VMXNET3
o If you're switching to e1000, select e1000

. In the Network connection panel, select Named network with specified
label.

. Select Back-End Network.
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CLUTRR = e

Network Type
[ What type of network do you want to add?
Device Type Adapter Type

Metwork connection Type: WMXMET 3 -

Ready to Complete
Adapter choice can affect both networking performance and migration compatibility.

Consultthe VMware KnowledgeBase for moreinformation on choosing among the
network adapters supportedfor various guest operating systems and hosts.
MNetwark Connection

¢ Named network with specified label:

packendhetwork &

.

I =]

Legacy network types are not fully compatible with migration between hosts.

Device Status

IV Connect at power on

Help | < Back | MNext > I Cancel

9. Click on Next.
10. In the Verification page, click on Finish.
11. Back on the Virtual Machine Properties window, click OK.

The first VMXNET3 network adapter needs to be connected to the Front-
end network. The second VMXNET3 network adapter needs to be
connected to the Back-end network. For more information on connecting
the VMXNET3 network adapter to the Front-end network, see the
previous step Step 4: "Set the Front-End network adapters" on

page 128

The first and third e1000 network adapters need to be connected to the
Front-end network. The second and fourth e1000 network adapters need
to be connect to the Back-end network. For more information on
connecting the first and third e1000 network adapter to the Front-end
network, see the previous step Step 4: "Set the Front-End network

adapters" on page 128
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Power on the HCP-VM

Once you HCP-VM network adapters are configured, you need to power on
the HCP-VM. To power on the HCP-VM:

1. From your vSphere client, right click on the newly configured HCP-VM.
A drop down menu appears.

2. In the drop down menu, hover your cursor over Power and in the second
dropdown menu that opens click on Power On.

B [ D12-11 HCPVM1
Rhino Test YMs
=) VMXNET3 Qual e Byl Summary | ResourceAllocation | Performance | Tasks &
Bl [y Track2
@ 17218103128 | \hat ig a Virtual Machine?
[@ 172.18.103.130
E 17218.103.132 A virtual machine is a software computer that, like a
B 172.18.103.53 physical computer, runs an operating system and
0 172.18.103.55 applications. An operating system installed on a virtual
g 172.18.103.57 machine is called a guest operating system.
B 172.18.103.59
Eh HCPVYM_old1 Because every virtual machine is an isolated computing
1 HCPVM_old2 environment, you can use virtual machines as deskiop or
G HCPYM_old3 workstation environments, as testing environments, or to
H
% %| Power 4 || Power On Ctrl+B |
B HCP Guest L4 Power Off Ctrl+E
{3 Nodg Snapshot L Suspend Ctrl+Z
Ly Node @ Open Console Reset Ctrl+T
(33 Node S
{3 Nodg (F  Edit Settings.. Shut Down Guest  Cirl+D
Waltham_da (8]  Migrate... Restart Guest Ctrl+R
Upgrade Virtual Hardware machine
EP Clone... i
Template 4 settings
Fault Tolerance >
VM Storage Profile 4
Add Permission... Ctrl+P
Alarm 3
Report Performance...
Rename
Open in Mew Window...  Ctrl+Alt+N
Remove from Inventory
Delete from Disk
1

Once the HCP-VM is powered on you have successfully configured its
network adapter. If you have multiple HCP-VM nodes that need to be
reconfigured, repeat the changing network adapter procedure for the other
HCP-VMs.

Chapter 5: Setting the HCP-VM network adapters 133

Deploying an HCP-VM System



134 Chapter 5: Setting the HCP-VM network adapters

Deploying an HCP-VM System



Failover management

The HCP-VM vSphere HA cluster does not automatically move the failed-
over HCP-VM node back to its original ESXi host once the server or ESXi
host is available. An HCP-VM system administrator needs to manually
shutdown the HCP-VM node(s) that need to be moved to another ESXi host.

Alternatively, the vCenter administrator can issue a shutdown of the HCP-
VM node from the vCenter management console.

The vCenter administrator will then manually move the HCP-VM node onto
the preferred ESXi host, and power on the HCP-VM node. Once the HCP-VM
node boots, it will re-join the HCP-VM system.

After powering down an HCP-VM node and attempting to move that VM to
another ESXi host with some VMware configurations, you may see the
following error which can be safely ignored:

Errors and Warnings E
5 HCPYM_bo

@ 17z.20.21.108

i, Device Hard disk 1' uses & conkroller that is not suppaorted. This is not a limitation of the host

"~ ingeneral, buk of the virtual maching's configured guest ©5 on the selected host,

W, Device 'Hard disk 2' uses a contraller that is nok supported, This is not a limikation of the hosk
in general, but of the virtual maching's configured guest OS5 on the selected host,

/0, Device 'Hard disk 3' uses a controller that is nok supported, This is not a limitation of the host
in general, but of the virtual maching's configured guest OS5 on the selected host.,

Are wou sure yvou wank bo continue?

Yes Mo |

Chapter 6: Failover management 135

Deploying an HCP-VM System



Maintenance procedures
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The following sections outline ways to keep your HCP-VM system running at
an optimal performance level.

Adding logical volumes

To add logical volumes follow these steps:

1. Asdescribed in "Provisioning HCP-VM storage", provision the LUNs to
be added to each ESXi host in the system.

2. Asdescribed in "Add datastores to vSphere HA cluster", add the LUNs
to new datastores.

0 Important: This must be one LUN per datastore.

3. From the vSphere client, right click on the HCP-VM to which capacity
should be added and select Edit Settings.

4. In the Virtual Machine Properties window that opens, click Add.

@ hcp-vm_cluster-1_node_1 - Virtual Machine Properties l = |5 i:h]
{FHardware | options | Resources | Profiles | vServices | Virtual Machine Version: vmx-09
I Show All Devices Add...
12 3 GB
Hardware Summary
Wl Memory 12288 MB
@ cpus 8
Q Video card Video card -
&= VMCI device Restricted
e SCsI cantroller 0 Paravirtual -
& Hard disk1 Wirtual Disk -
&= Hard disk2 Wirtual Disk
&= Hard disk3 Wirtual Disk
B coovodrvel CD-ROM 1
B Network adapter1 Front-end Network
BB Network adapter2 Back-end Network
B Network adapter3 Front-end Network
E@ Network adapterd Back-end Network
-
Help oK Cancel

5. In the Add Hardware window, select Hard Disk.
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(2 Add Hardware — -

Device Type
What sort of device do you wish to add to your virtual machine?

Choose the type of device you wish to add.

Information

ﬂ USE Device (unavalable)

W PCI Device (unavadabis)

This device can be added to this Virtual Machine.

Hieh <ok | [ mestz Cancel
7. Select Create a new virtual disk.
8. Click Next.
r@ Add Hardware - . ot |

Select a Disk

Device Type A virtual disk is composed of one or more files on the host file system. Together these

Select a Disk fles appear a5 & sngle hard disk ko the guest operating system.

Créate a Disk

Advanced Options Selact the type of dik to use.

Ready tn Complate Diske

' Create a new virbual disk

™ Use an existing virtual disk
Reuse a previously configured virtual disk,

r

BCCess it using a datastore,

Give your virtual machine direct access to SAN. Thes aption allows you to
uSe existing SAN commands to manage the storage and continue to

<gack [ netz

Help

Cancel

9. Set the capacity to be slightly smaller than the size of the LUN that was
provisioned (VMware adds a small amount of overhead).
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In the following example, the size of the LUN provisioned was 1.2TB.
10. Select Thich Provision Eager Zeroed.
11. Browse to the new datastore that will be added.

12. Click Next.

(@ Add Hardware —LJ fomi

Create a Disk
| Spedfy the virtual disk size and provisioning policy

Capadity
Disk Size: L= [m =
Disk Provisioning

™ Thidk Provision Lazy Zeroed
& Thick Prowision Eager Zeroed

" Thin Provision
Locaton
" Store with the virtual machine
¥ Speafy a gatastore or datastore custer:
[hep-vm_duster-1_node_1_datastare_2 Erowse...
Hely = Back I Mext > I Cancel

13. Select the next available SCSI disk in the Virtual Device node section.
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14. Click Next.
(2) Add Hardware . | j o
Advanced Options
I These advanced cptions do not usually need to be changed.
nere Lpe Specify the advanced options for this virtual disk. These options do not normally need
Select & Dok to be changed.
;I’gel:d%
i Advanced Options Virtual Device Node
fil  mezdy to Compete I |
l
Mods
[ independent
Independent disks are not affected by snapshots.
(il -
Changes are mmediately and permanently written to the disk.
Ll et
Changes to this dsk are discarded when you power off or revert to the
snapshot.
Helo =< Back I MHext > I ‘Cancel

15. Verify the options selected.

16. Click Finish.

Gracvacnre LN ] -
Ready to Complete
| Review the selected oplions and dick Finish to add the hardware.
Select & Dotk
Creste s Dick Hardware type: Hard Disk
Advanged Options Create disk: e virtual disk
! Ready to Complete Disk capadity: 1.13T8
| Digke provisioning:  Thick Provision Eager Zeroed
Datastore: hp=vm_duster-1_node_1_datastore_2
Virtual Device Mode: SCSI {0:3)
Dige modie: Persistent
Heb < Badk I Brish I Cancel

17. Back in the Virtual Machine Properties window, verify that the new Hard
Disk listed.
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18. Click OK.
(@ hep-vm,cluster-1_node_1 - Virtual Machine Properties - wd [
Hardware | Options | Resouress | Profies | vervices | Virtual Machine Version: vmx-09
Disk Fle
I™ show Al Devces _pah. | _memow | | [ o o 3
Hardware Summary
W Memory 12288 MB Disk Provisoning
o ceus 3 Type: Theck Provision Eager Zeroed
B video card Wideo card Provisioned Size: v [m -
S VMCI device Restricted Mmdmum Size (G2 Nf&
e SC3l controdler & Paravirtual
= Hard disk1 Wirtuad Digk Virtul Device Node
)| & Hard disk2 Wirtual Disk:
= Hard disk3 Wirtuad Disk |SCS"°'33 ;l
| By VD drive 1 CO-ROM 1
@ Network adapter 1 Front-end Network |-
B Metwork sdapter2 Back-snd Netwark
B Network adapter3 Front-end Network
BB Network adapterd Back-end Netwari =
= Mew Hard Disk (adding) Virtual Disk
ol
_ o | o Cance

19. Using atool, like PUTTY, load the appropriate service user ssh keys into
your system.

20. SSH as the service user to the node with the highest IP.
21. Enter this command to open the HCP install shell:

o /home/service/bin/install
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22. Enter vto Add Logical Volumes to an HCP System.

&P serice@172.2027.153

23. Enter 1to Add Storage to the HCP System while it is online.

T — = x|
£ service®172.2027.156 [E=RIEE=
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24, Enter yto verify that you want to add storage.

EP senice®172.2027.156 S | (=) |

25. Verify the new devices that were found. Typically this would show
storage added to all nodes.

26. EnterY.

- k) X
@':ervxeﬁllf?l?ﬁ..??.l% - - o= ]ﬁ

27. The new LUN will format for use by HCP.

28. When complete, hit Enter to continue.
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29. Log into the HCP system management console to verify the newly added
disks.

,@ senace@172.20.27.156 =)

Adding HCP-VM nodes

The process for adding HCP-VM nodes is:

0 Important: This must be done in pairs.

1. Add new ESXi hosts or find existing ESXi hosts that can support an HCP

node. For more information about creating ESXi hosts see, Chapter 3:
"Configuring the HCP-VM environment".

2. Deploy the OVF on the selected ESXi hosts. For more information about

deploying the OVF see, "Deploying the HCP-VM OVF VDMK" or "Deploy
the HCP-VM OVF RDM".

3. Change the network information on the newly deployed HCP-VM nodes.
For more information about changing network information see,
"Chapter 1: Configuring the HCP-VM network" on page 1.
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4. From the highest active HCP-VM node, run the add node service

procedure found in the Installing and Maintaining an HCP System
manual.
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Track Monitor

Hi-Track Monitor is an HDS product that enables remote monitoring of
the nodes in an HCP-VM system. With Hi-Track Monitor, you can view the
status of these components in a web browser. You can also configure Hi-
Track Monitor to notify you by email of error conditions as they occur.
Additionally, you can configure Hi-Track Monitor to report error conditions
to HDS support personnel.

Hi-Track Monitor is for monitoring and error notification purposes only. It
does not allow any changes to be made to the system.

Hi-Track Monitor is installed on a server that is separate from the HCP
system. The program uses SNMP to retrieve information from HCP, so SNMP
must be enabled in HCP.

Note: HCP supports IPv4 and IPv6 network connections to Hi-Track
servers. However, Hi-Track support for IPv6 network connections varies
based on the Hi-Track server operating system. For information on
requirements for Hi-Track servers that support IPv6 networks, see the
applicable Hi-Track documentation.

This chapter explains how to set up monitoring of HCP nodes with Hi-Track
Monitor.

The chapter assumes that Hi-Track Monitor is already installed and running
according to the documentation that comes with the product.
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Enabling SNMP in HCP

To enable Hi-Track Monitor to work with HCP, you need to enable SNMP in
the HCP System Management Console. When you enable SNMP, you can
select version 1 or 2c or version 3.

By default, Hi-Track Monitor is configured to support SNMP version 1 or 2c
with the community name public. If you change the community name in
HCP or if you select version 3, you need to configure a new SNMP user in Hi-
Track Monitor to match what you specify in HCP. For more information on
this, see the Hi-Track Monitor documentation.

To enable SNMP in HCP for use with Hi-Track Monitor:

1.

146

Log into the HCP System Management Console using the initial user
account, which has the security role.

. Inthe top-level menu in the System Management Console, mouse over

Monitoring to display a secondary menu.

. In the secondary menu, click on SNMP.

. In the SNMP Settings section on the SNMP page:

o Select the Enable SNMP at snmp.hcp-domain-name option.
o Select either Use version 1 or 2c (recommended) or Use version 3.

If you select Use version 3, specify a username and password in the
Username, Password, and Confirm Password fields.

o Optionally, in the Community field, type a different community
name.

. Click on the Update Settings button.

. In the entry field in the Allow section, type the IP address that you want

HCP to use to connect to the server on which Hi-Track Monitor is
installed. Then click on the Add button.

. Log out of the System Management Console and close the browser

window.
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Configuring Hi-Track Monitor

To configure Hi-Track Monitor to monitor the nodes in the HCP system,
follow the steps outlined in the table below.

Step Activity More information
1 Log into Hi-Track Monitor. Step 1: "Loginto Hi-
Track Monitor" below
2 Set the Hi-Track Monitor base configuration, Step 2: "Set the base
including the email addresses to which email about configuration” on the
error conditions should be sent. next page
3 Optionally, configure transport agents for reporting | Step 3 (conditional):
error conditions to HDS support personnel. "Configure transport
agents" on page 149
4 Identify the HCP system to be monitored. Step 4: "Identify the HCP

system" on page 150

Step 1: Log into Hi-Track Monitor

To log into Hi-Track Monitor:

1.

2.

Open a web browser window.

In the address field, enter the URL for the Hi-Track Monitor server (using
either the hostname or a valid IP address for the server) followed by the
port number 6696; for example:

http://hitrack:6696

. In the Select one of the following Userlds field, select Administrator.

. In the Enter the corresponding password field, type the case-sensitive

password for the Administrator user. By default, this password is hds.

If Hi-Track Monitor is already in use at your site for monitoring other
devices, this password may have been changed. In this case, see your
Hi-Track Monitor administrator for the current password.

. Click on the Logon button.
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Step 2: Set the base configuration

The Hi-Track Monitor base configuration specifies information such as the
customer site ID, how frequently to scan devices, and whether to report
communication errors that occur between Hi-Track Monitor and monitored
devices. The base configuration also specifies the addresses to which Hi-
Track Monitor should send email about error conditions.

If Hi-Track Monitor is already in use at your site, the base configuration may
already be set. In this case, you can leave it as is, or you can make changes
to accommodate the addition of HCP to the devices being monitored.

To set the Hi-Track Monitor base configuration:

1. In the row of tabs at the top of the Hi-Track Monitor interface, click on
Configuration.

The Base page is displayed by default. To return to this page from
another configuration page, click on Base in the row of tabs below
Configuration.

2. In the Device Monitoring section:

o In the Site ID field, type your HDS customer ID. If you don’t know
your customer ID, contact your authorized HCP service provider for
help.

o Optionally, specify different values in the other fields to meet the
needs of your site. For information on these fields, click on the Help
on this table’s entries link above the fields.

3. In the Notify Users by Email section:

o In the eMail Server field, type the fully qualified hostname or a valid
IP address of the email server through which you want Hi-Track
Monitor to send email about error conditions.

o In the Local Interface field, select the Ethernet interface that has
connectivity to the specified email server. (This is the interface on
the Hi-Track Monitor server.)

o Inthe User List field, type a comma-separated list of the email
addresses to which Hi-Track Monitor should send email about error
conditions.
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o In the Sender’'s Email Address field, type a well-formed email address
to be used in the From line of each email.

Some email servers require that the value in the From line be an
email address that is already known to the server.

4. Click on the Submit button.

5. Optionally, to send a test email to the specified email addresses, click on
the Test Email button.

Step 3 (conditional): Configure transport agents

A Hi-Track Monitor transport agent transfers notifications of error conditions
to a target location where HDS support personnel can access them. The
transfer methods available are HTTPS, FTP, or dial up. For the destinations
for each method, contact your authorized HCP service provider.

You can specify multiple transport agents. Hi-Track tries them in the order
in which they are listed until one is successful.

To configure a transport agent:
1. In the row of tabs below Configuration, click on Transport Agents.

2. In thefield below Data Transfer Agents, select the transfer method for
the new transport agent.

3. Click on the Create button.

The new transport agent appears in the list of transport agents. A set of
configuration fields appears below the list.

4. In the configuration fields, specify the applicable values for the new
transport agent. For information on what to specify, see the Hi-Track
Monitor documentation.

5. Click on the Submit button.
You can change the order of multiple transport agents by moving them
individually to the top of the list. To move a transport agent to the top of

the list:

1. In the Move to Top? column, select the transport agent you want to
move.
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2. Click on the Submit button.

Step 4: Identify the HCP system
To identify the HCP system to be monitored:

1. In the row of tabs at the top of the Hi-Track Monitor interface, click on
Summary.

The Summary page displays up to four tables that categorize the devices
known to Hi-Track Monitor — Device Errors, Communication Errors,
Devices Okay, and Not Monitored. To show or hide these tables, click in
the checkboxes below the table names at the top of the page to select or
deselect the tables, as applicable. Then click on the Refresh button.

While no tables are shown, the page contains an Add a device link.
2. Take one of these actions:

o Ifthe Summary page doesn’t display any tables, click on the Add a
device link.

o If the Summary page displays one or more tables, click on the Item
column heading in any of the tables.

3. In the Select Device Type field, select Hitachi Content Platform (HCP).
A set of configuration fields appears.

4. Optionally, in the Name field, type a name for the HCP system. The
name can be from one through 40 characters long. Special characters
and spaces are allowed.

Typically, this is the hostname of the system.

5. Optionally, in the Location field, type the location of the HCP system.
The location can be from one through 40 characters long. Special
characters and spaces are allowed.

6. Optionally, in the Group field, type the name of a group associated with
the HCP system (for example, Finance Department). The group name
can be from one through 40 characters long. Special characters and
spaces are allowed.
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11.

12,

13.

14.
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. In the Site ID field, type your HDS customer ID. If you don’t know your

customer ID, contact your authorized HCP service provider for help.

. In the IP Address or Name (1) field, type a valid front-end IP address for

the lowest-numbered storage node in the HCP system. In the Local
Interface field, leave the value as -any-.

. In the IP Address or Name (2) field, type a valid front-end IP address for

the highest-numbered storage node in the HCP system. In the Local
Interface field, leave the value as -any-.

In the SNMP Access ID field, select the SNMP user that corresponds to
the SNMP configuration in HCP. Typically, this is public.

For information on configuring SNMP in HCP, see Enabling SNMP in
HCP.

In the Comms Error Reporting? field, select one of these options to
specify whether Hi-Track should report communication errors that occur
between Hi-Track Monitor and the HCP system:

o Yes — Report communication errors.

© No — Don't report communication errors.

o Local — Report communication errors only to the email addresses
specified in the base configuration and not through the specified
transport agents.

o Default — Use the setting in the base configuration.

Leave Enabled? selected.

Leave Trace? unselected.

Click on the Add button.

If the operation is successful, the interface displays a message indicating
that the HCP system has been added. Do not click on the Add button
again. Doing so will add the system a second time.
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Configuring networking for HCP
virtual network management

Networks should be configured for particular switches in the system before
the OVF is deployed.

HCP networking information

Make sure to review Administering HCP for the latest information on
Network Administration in HCP.

Configure networking for Back-end switching
To configure the network for Back-end switching:

1. Access the vSphere Client.

2. In the left side navigation window, select an ESXi host.
3. In theright side window, click on the Configuration tab.
4. Click on Networking under the Hardware section.

5. In the top right section of the right side window, Click on Add
Networking.

6. In the Add Network Wizard, select Virtual Machine.

7. Click Next.
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HCP networking information

8. Select the target Physical NIC for the Back-end.

9. Click Next.

i Add MNetwork Wizard

virtual Machines - Hebwork Access
Virtual machings rebdh neteonks Srough uplnk pdapten sltedhed 1o viphene slandard gwitches,

Conration Tyt Sedect which vSphere standard swibch will handle: the network raffic for this connection. You may also aeale a new
Hetwork Aocess wiphere standard switch using the undaimed nisbwork sdapbens keted below.
Eﬁm&b&n @ Create a vSphere standard switch =
Broadoom Corporation Broadoom Hetltreme 11 BOHST0S 10008sse-T
W @ it 000Fd  Mone
I~ W w2 100 R E-19R 068, 152, 1-192. 168, 152, 137 [VLAN 152 ) L
W s WOOFd  Mone
Intel Conparation 82576 Gigabit Hetwork Connection
I B e Diwen Fione
I B oS Dowen Pione
I~ W wmnick Diowen Fone =
Preview:

Wital Maaking Rest Geoug Pyt o e
Back End Q_E}_-- v

H:bl 1Bactll'tv:t:-|c.n:=||

10. Enter a label for Back-end.

11. Click Next.

(3) Add Metwork Wizard =]

Yirtual Machines - Connection Settings
Lise network abels o idenitrfy magrabion mmpathble connechons common to Beo or more hosts.

SAOOSiRen TuEs Port Group Propertes

b tetk Acoeds

Connection Settings Metwork Label: |pack End

Sy VLA ID (Opsonal): fizne 120 ~1
Prsiew

Wikl Machina Post Grn Pl Adagten
Back End Q_B_.- vl

Help <Back | [ hests Cancel

i
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12.

13.

HCP networking information

Review the newly configured switches.

Click Finish.

Configure the networking for Front-end switching
To configure the network for front-end switching:

1. From the vSphere Client, in the left side navigation window, select an
ESXi host.

2. In theright side window, click on the Configuration tab.

3. Click on Networking under the Hardware section.

4. In the top right section of the right side window, click on Add
Networking.

5. In the Add Network Wizard, select Virtual Machine.

6. Click Next.

7. Select the target Physical NIC for the Front-end.
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HCP networking information

8. Click Next.

A Note: This Physical Network adapter must be configured from the physical
switch as a trunked interface or tagged on the VLANSs that are planned to be

used by HCP.
| (3 add Metwark Wizard =B ®
Wirtual Hachimes - Hetwork Access
Virtual madhirsed resth netwarks trdugh ualek sdaaten Mtached to viphere standerd feiches,
Connechon Tvpe Celet whech vEphere siandard switch vl hande the re ik alfc for thes connecton. You Mmay ako TeslE & New
Network Access viphere standard switch using the unclsimed network adaciers ksbed below.
o # Create a viphere standard switch
Broadoom Corporation Broaddom NetXtrome I BOMST0% 1000Base-T
F B WO0Fl ISR 168182, 1150 140, 192, 254 [ VLAN 152)
W v WOFd  None
Intel Corporation 82576 Gigabit Netwark Conmection
M B s Down Hone
r W ovees Doyt e
@ vencs Cown one
r W T Down Hone
Privview:
..:e-'..'»..-.r;:.r;:;. @_D -,..-.-Tu':-.:.:'
Helps % Back I I Hewt 2 I Cancel I
£
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OVF deployment information

9. Label the Network and in the VLAN ID dropdown menu, select All (4095).

This will allow HCP to configure virtual interfaces to talk to the switch on
different networks (VLANS).

[ Add Network Wizand = | E

Wirtual Machines - Conneclion Settings
Use network labels: to idensfy migration compatible connections commaon to wo or more hosts.

- = Port Group Properbes
Connection Settings Batwork Lateal: [FeentEna
VLAN D (Oprtional): |.u [0 ﬂ

Prevew:

e <tock [ wemts | conm |

OVF deployment information
To deploy the OVF with the Networks you set up in the previous chapter:
1. After you have configured the Front and Back-end networks, deploy the

HCP-VM OVF (For help see, "Deploying the HCP-VM OVF VDMK") and
follow the steps until you get to the Network Mapping menu.

2. Set the Destination Networks for the BuildVMDist Network to be the
Front-End network you created in the previous chapter.

3. Set the Destination Networks for the Virtual Back-end Network to be the
Back-end network you created in the previous chapter.
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OVF deployment information

4. Finish the remainder of the deployment.

(3 Deploy OVF Template. R— = @

Network Mapping
‘What networks should the deployed template use?

=T

ONF Tamolate Detade Map the networks used in this OVF bemplate to nebworks in your invenbory
tiame and Location

gk Formak Sawrce Metworks | DestingtionN stwarks
Network Happing Buildviist Netwoek Frort-End

Ready 16 Compléte

Wirtual Baceend Netwadk Back End

Your Virtual Port Groups will now look like this:

Standard Switch: vSwitchl Remove... Properties...
Virtua| Machine Port Group Physical Adaprers
§7 Back End @ B vmnicl 1000 Full 63
& |2 virtual machine(s)
HCPVM-201 @
HCPVM-202 it}
Standard Switch: vSwitch2 Remove... Properbes...
Virtual Machine Port Group Physical Adapters
{3 Front-End . B vmnic2 1000 Full ©
B |2 virtual machine(s) | VLAN ID: All (4095)
HCPVM-201 ©
HCPVM-202 ]
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Changing the VMDK target size

It might be necessary to change the size of the VMDKs included with the
HCP-VM OVF. To do this, allocate the appropriate storage to provision the
datastore. If the HCP-VM is used for evaluation and not placed into
production, the VMDKSs can be made smaller than 500GB and/or be
configured for thin provisioning.

To change the size of the VMDKSs, perform the following steps on each HCP-
VM node in the system:

1. Deploy the OVF as described in chapter, "Deploying the HCP-VM OVF
VDMK".

2. Right-click on the HCP-VM node in the vSphere Client and select Edit
Settings.

3. In the Virtual Machine Properties window, select Hard disk 2 and click
Remove (Do not delete the 32 GB OS vmdk).

4. Select Hard disk 3 and click Remove (Do not delete the 32GB OS vmdk).
5. Click Add.

6. In the Add Hardware window, select Hard Disk.

7. Select the appropriate properties and size of the HCP data LUN.

8. Repeat the last three steps to create the second LUN.

9. In the Virtual Machine Properties window, click OK.
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'@_mwm-mmmwmpmpnm - i i Lo ) o |

Deak: Fibe
™ Show All Devices Add.... [ Blemave | [
Hardware Summary
B Memory 12288 MB ;‘*P’m
o crus 8 pai Thick: Prenvision Lazy Zeroed
B wvideocard Video card Provisioned Size: 2= [ -
= VMCIdevice Restricted " size (G8): A
I @ SCE] controller & Paravirtual
= Hard disk1 Wirtual Disk Virtual Device Mode
R 7] Resayid
! g > ] . [scst |
By Co/OvVD drive 1 CO-ROM 1
B HNetwork adapterl Frant-end Metwork i
- Metwaork sdaptar? Back-and Natwark r Indenendent
B Network adapter3 Frant-and Metwork L o T SR S R
BB Network adapterd Back-end Network r
=2 Mew Hard Disk (adding) Virtual Disk . ﬂ'-:d "M'BE. &re immediately and permanenily written to
= Mew Hard Disk (adding) Virtual Disk ~
e this disk ane discarded when you power
off ar revert to the snapshat,

Help o Cancel

10. Right click on an inactive node and in the submenu hover over Power
and click Power On.

11. Power on the rest of the HCP-VM nodes.

12. See, Chapter 3: "Configuring the HCP-VM environment" to change the
network configuration on each node.

13. See, Chapter 4: "Creating the HCP-VM system" to install the HCP
software.
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DRS settings

To modify the DRS setting:
1. Access the vSphere Client.
2. In the left side navigation bar, select the datacenter.

3. In theright side window, under the Getting Started tab, click on Create a
cluster.

4. In VMware Cluster Wizard, select Turn On vSphere HA and Turn On
vSphere DRS.

5. Click Next.

Important: Only turn on this feature if you feel your environment will
benefit from it and you fully understand its functionality.
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6. Select Manual for the DRS automation level in order to specify where VM
guests should reside.

7. Click Next.

- Automaton kevel

Pty Management # Manual
Sphere HA vCenter wil Sugoest migrabion recommendations for virtual macdhines,
Virtual Machine Opbons

Partially automated
Virtual machines vall be automatically placed onto hosts at pover on and wCenter wil
suggest migration recommendations for virtual machines.

Fully automated
Virtual machines will be sutomaticaly placed onto hosts when powered on, and will be:
sutomaticaly migrated to attain best uss of resources.

Migration threshold:  Conservative —J— Aggressive

Apply pricrity 1, priority 2, and prionty 3 recommendatons,
vCenter will apply recommendations that promise at keast good improvement to the
dhuster's load balance.
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8. Select Off for the Power Management.

9. Click Next.

Power Hanagement
wophere HA
Virtual Machine Cpbong

[~ Power Management

DF uses Wake-on-LAN, IPMI, or iLO to power on hosts. When using IPME or L0,
TPl or ILO separately for each particpating host prior to L
methods, st et standby for sach partidpating host prior to enabling

Specify the defoult power management for this duster.
= ol

wiCenter wil not prowide power management recommendations.
Endrvdual host overrides may be o, but will ot become st untl
the duster default is sither Manual or Automatic.

T HManual

wiCenter wil recommend evacualing a host's virtual machines and powering off the host
when the duster’s resource usage is low, and powering the host back on when necessary.

7 Automatic

wienter wil sutomatcaly execute power management related recommendations.

DM Thveshod: Comsenatve | sgpressve

Apply priority 1 or higher recommendations
witenter will spply power on recommendations produced to meet viphere HA requirements
or user-spedfied capsdty requirements.,

Puwer off recammendabons wil be seobed if hast rescurce wkzabion becomes very low in
compartson bo the target utizabon range.

SMIMZIW
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10. Select Enable Host Monitoring and keep the default settings.

11. Click Next.

vaphere HA
\Whist admegsion control do you want to be enforond on thes duster?

—Hoat Moniterng Stahs -
ES hoats in this cusber exchange metwerk heartheats. Disable this feature when perforsing

network martenance hat may Cause Solation responses.
' Enable Host Monitoring

The wSphene HA Admission contral pobey determines the amcunit of duster capacity that is
regerved for VM fadovers, Reserving more fadower capadity slows mone fadures to be tolerated
but reduces the number of WMg that can be run.

% Enable; Dealow WM power on operatbons that volste svalsbdity constrants
™ pisable: Allow VM pawer on operations that wislate svalablity constraints

 Admission Control Policy
Spedfy the type of poloy that admssion contral should enforce,

& Host falores the custer tolerabes: LE

Percentage of duster rescurces lﬁ -
. reserved as falover spane capadity: BT % U

5= % Memory
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12. Leave the default settings and click Next.

Virtual Machine Options
\What restart oplons do you wank 1o set fior Vs in this custer?

Set optons that define the behavior of virtual machines for vSphere HA.

— Cluster Default Settings

VM restart priority: |k

|
Hast [solabon resporse: [Letve powesred on =|
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13. Set the VM Monitoring to Disabled.

14. Click Next.
= — (=

(2 Mew Cluster Wizard - P ha

VH Honitoring

‘Whaat monwionng do you want to set on virtual machines in Bhis duster?

Chsber Peatires VM Mamitaning Stats
vophere HA WM Monitering restarts indhadual Vi if their Wiware tools heartheals are not recsived within &

Vi sual Machene Cobions et tme, Apphcaton Monitonng restants ndhidual Vs if ther Vheare tools

VH Honitaring heartheats are not recerved within a set bme,
WM Swapfle Locabon L bl Dsabued
Ready fo Complete ~ Default Cluster Settngs

Moritoring seraitnaty:  Low  ———— | Hgh

wSphere HA will nestart the WM if the heartheat between the host and the
WM has not been received within & 30 second interval, wSphere HA restarts
the WM after each of the first 3 falunes every hour.

weo | stoc [ wemz | can |
y
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15.

16.

Select Disable EVC.

Click Next.

mmwwmmm-mmumwmm
compathiity. Once enabled, EVC will slso ensure that only hosts

that are compatble with those in
the duster may be added to the duster.

O Dumabis EVC ™ Enable EVC for AMD Hodts ™ Enable EVC for IMSE Hosts

=]

1
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17. Select where you prefer to store your Swapfile location.

18. Click Next.

Which swapfile kcation policy should virtual machines use while in this duster?

Cluster Featres — Swapfile Policy for Virtual Machines

VMare EVC (% Store the swapfie in the same directory as the virtual machine (recommended)
VM Swapfile Location
Ready to Complete
" Store the swapfie in the datastore spedified by the host
If ot possible, store the swapfile in the same directory as the virtual machine,

A host specified datastore may degrade vMotion performance for the
affected virtual machines.
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19. Review your settings.

20. Click Finish.

The duster wil be created with the folowing options:

Cluster Name:

wSphere DRS:

vSphere DRS Automation Level:
vSphere DRS Migration Threshokd:
vSphere HA Host Monitaring:
Admession Control:

Admission Control Policy:

Host Faikres Alowed:

WM Restart Priority:
Host Isolation Response:

vSphere HA VM Manitoring:
Monitaring Sensitivity:

Viware EVC Mode:

Virtusl Machine Swapfile Location:

Cluster1

Enabled
Manual

Apply priority 1, priority 2, and priority 3 recommendations.

Running

Enabled

Mumber of host falures duster tolerates
1

Medium
Leave powered on

WM Moritoring Only
Hgh
Disabled

Same directory as the virtual machine
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21.

22,

23.

24.

25.

26.

170

In the left side navigation bar, select a Cluster and right click it. Then
click on Edit Settings.

On the left side navigation bar of the Settings window, click on DRS
Groups Manager.

In the DRS Groups Manager , create a group and add the Virtual
Machines that you would like to keep on a specific server.

Create one Virtual Machine DRS Group for each Host.

Click Add in the Host DRS Groups section and place one host from the
cluster in each group.

Click Next.

D2 Group membership wil apply b hosts snd wirtusl macdhnes only wihile they remain in the
chuster, and wil be lost if the virual machine o host s moved out of the duster. Each host or
wvirtual maching can be in more than one DRS group.

Virtual Machines DRS Groups

Mame or Entities containg: = Clear

A VMSroupl
WMGroup2
VMG roupd
WMGroupd

Mame or Entities containg: =
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27. On the left side navigation bar of the Settings window, click on Rules.

28. Create a new Rule where each VM group is matched to a Host Group,
and set the type of rule to be Virtual Machines to Hosts.

29. Select Should run on hosts in group.

30. Click OK.

é

Note: You will create a rule that lets VMs run on other hosts in the event of
a failure. We will also setup a rule to alert you if that failure occurs. If you
select '"Must Run on Hosts in Group' then HA will not bring the server up on
another in the cluster in the even of Host failure defeating the purpose of
HA.

CHEE )

Rule | DRS Groups Manager | .

Give the new rule a name and choose its type from the menu below. |
Then, select the entities to which this rule will apply.

MName
|Group1

Type
| virtual Machines to Hosts |

DRS Groups
Cluster Vm Group:
[MGroup1 =

IS}m.idrmonhostshgrm.p ;I

Cluster Host Group:

HostGrowpt

BB Virtual machines that are members of the Cluster DRS VM Group

VMGroup 1 Should run on hosts in group HostGroup 1.
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Now that you have created all the Rules your cluster settings should look
something like this:

Use this page to create nies fior virtual machines within thes duster. Rules wil apply o
wirtual machines only while they are deployed to this duster and will not be retained if the
wirtual machines are moved out of the duster,

Kame | Tyoe | Defined by
= AE Grouwl Run'ViMs 9n Hosts User
B wMGropt Cluster VM Group
[® Hosterupl Cluster Host Geup
= AE Grouw: Run'ViMs 9n Hosts
B wMGrowp? Cluster VM Group
[® Hosterupz Cluster Host Group
= Eﬂ Groupd Run Vs on Hosts
B wMGrews Cluster VM Group
(P HostGroups Cluster Host Geowp
EEAE Gow Run'VME an Hosts
B wmiGroupt Cluster VM Group
[0 sostGuous Cluster Host Group
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Setting an alarm

To set an alarm:

1. Right click on the Cluster and hover your cursor over Alarm in the

submenu. Then click Add Alarm.

2. In the Alarm Settings window, name your alarm and set the Monitor to

Virtual Machines.

3. Select Monitor for specific event occurring on this object.

|| [Beneral| Triggers | eportng | Actons |

Alarm pame: |Hiost AFfirity Ruies Broken

Desoripsion:

Alarm Type:
Moritor:  [Virtual Machines =l

" mionitor for specific gonditons or state, for example, CPU usage, power state
& Monitor for specific events cooung on this obyect, for example, WM powered On

i\, Changing these opsions wil dear current trigger lst.

¥ Enable this alarm
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4. Go tothe Triggers tab and select VM is violating a DRS VM-Host affinity
rule.

5. Set the status to either warning or alert depending on how severe you
think it should be.

General [Triggers || Reportng | Actions |
Thae alaem will trigger if any of the spedfied events conur.

Event
VM is wiolating 8 DRSVM-Host affinity rde ] Acvanced.-

:-hé Advanced settings ane assodated with this trigger
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6. Under the Trigger Conditions select an Argument of VM name.
7. Set the Value equal to each VM you want to monitor.

8. Add one argument for each VM.

—Event Arguments
All the entered conditions should be satisfied for the trigger to fire.

Argument | Operator | Value

VM name equal to VirtualMachineNamesl
WM name equal to VirtualMachineMame2
WM name equal to VirtualMachineMame3
VM name equal to VirtualMachineNames

Add | Remove |
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9. Set the Actions you want the system to take.

The image below shows either an email or SNMP trap, and what to do when
it goes from Green to Warning or Warning to Alert. Since you selected Alert
earlier you can set how often the alert repeats in Frequency.

GuﬁlerigﬁusIH.q;ulhg W.'W‘BI

Spedfy the actions to take when a type of alarm changes.
Select whether the action should be repeated.
Spedify how often actions should be repeated.

Action > 1 Configuration |@";ﬁ |ﬂ"° IO-'.& 1&"9 ]
Send anotification email Repest Onee
Send anotification trap Repext Onee

[~ Frequency
Repeat actions every:

6 = mintes

Actions wil repeat until the alarm type changes.
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Glossary

A

access control list (ACL)

Optional metadata consisting of a set of grants of permissions to
perform various operations on an object. Permissions can be granted to
individual users or to groups of users.

ACLs are provided by users or applications and are specified as either
XML or JSON in an XML request body or as request headers.

ACL

See "access control list (ACL)".

Active Directory (AD)

A Microsoft product that, among other features, provides user
authentication services.

AD
See "Active Directory (AD)".

alert

A graphic that indicates the status of some particular element of an HCP
system in the System or Tenant Management Console.

C

capacity

The total amount of primary storage space in HCP, excluding the space
required for system overhead for all data to be stored in primary running
storage and primary spindown storage, including the fixed-content data,
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metadata, any redundant data required to satisfy services plans, and
the metadata query engine index.

CIFS

Common Internet File System. One of the namespace access protocols
supported by HCP. CIFS lets Windows clients access files on a remote
computer as if the files were part of the local file system.

custom metadata

User-supplied information about an HCP object. Custom metadata is
specified as one or more annotations, where each annotation is a
discrete unit of information about the object. Users and applications can
use custom metadata to understand repurpose object content.

D

database

An internal component of an HCP-VM system that contains essential
data about the system, users, and user's files. The database is
maintained by one node and copied to the other.

data center

In VMware vSphere, a logical unit for grouping and managing hosts.

data protection level (DPL)

The number of copies of the data for an object HCP must maintain in the
repository. The DPL for an object is determined by the service plan that
applies to the namespace containing the object.

datastore

A representation of a location in which a virtual machine stores files. A
datastore can represent a location on a host or an external storage
location such as a SAN LUN.

domain

A group of computers and devices on a network that are administered as
a unit.

domain name system

A network service that resolves domain names into IP addresses for
client access.
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DNS

See "domain name system".

DPL
See "data protection level (DPL)".

ESXi
See "VMware ESXi".

H

Hitachi Content Platform (HCP)

A distributed object-based storage system desighed to support large,
growing repositories of fixed-content data. HCP provides a single
scalable environment that can be used for archiving, business
continuity, content depots, disaster recovery, e-discovery, and other
services. With its support for multitenancy, HCP securely segregates
data among various constituents in a shared infrastructure. Clients can
use a variety of industry-standard protocols and various HCP-specific
interfaces to access and manipulate objects in an HCP repository.

HCP VM system

An HCP VM in which the nodes are virtual machines running in a VMware
vSphere environment.

HDDS
See "hitachi data discovery suite (HDDS)"

hitachi data discovery suite (HDDS)

A Hitachi product that enables federated searches across multiple HCP
systems and other supported systems.

host

A physical computer on which virtual machines are installed and run.

Glossary 179

Deploying an HCP-VM System



L

logical unit number (LUN)
A number used to identify a logical unit, which is a device addressed by
the Fibre Channel.

logical volume
A logical unit of storage that maps to the physical storage managed by a
node. Logical volumes can be local or external.

LUN
See "logical unit number (LUN)".

metadata

System-generated and user-supplied information about an object.
Metadata is stored as an integral part of the object it describes, thereby
making the object self-describing.

multipathing

In SAIN systems, multiple means of access to a logical volume from a
single node.

namespace

A logical partition of the objects stored in an HCP system. A hamespace
consists of a grouping of objects such that the objects in one hamespace
are not visible in any other namespace. Namespaces are configured
independently of each other and, therefore, can have different
properties.

HCP-DM treats HCAP 2.x archives and local file systems as namespaces.

network

In an HCP system that supports virtual networking, a named network
configuration that identifies a unique subnet and specifies IP addresses
for none, some, or all of the nodes in the system.
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network file system

One of the namespace access protocols supported by HCP. NFS lets
clients access files on a remote computer as if the files were part of the
local file system.

network interface controller (NIC)
A hardware interface that connects the computer to its appropriate
network. NICs can be physical (pNIC) or virtual (vNIC).

NFS

See "network file system".

NIC

See "network interface controller (NIC)".

node

A server or virtual machine running HCP-VM software. Two nodes are
networked together to form an HCP-VM system.

()

object

An exact digital representation of data as it existed before it was
ingested into HCP, together with the system and custom metadata that
describes that data. Objects can also include ACLs that give users and
groups permission to perform certain operations on the object.

An object is handled as a single unit by all transactions, services, and
internal processes, including shredding, indexing, versioning, and
replication.

open virtualization format (OVF)

Standard file style for packaging and distributing virtual software.

OVF

See "open virtualization format (OVF)".
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P

ping
A utility that tests whether an IP address is accessible on the network by
requesting a response from it. Also, to use the ping utility.

pNIC

See "network interface controller (NIC)".

Q

query

A request submitted to HCP to return metadata for objects or operation
records that satisfy a specified set of criteria. Also, to submit such a
request.

R

RAIN

See "redundant array of independant nodes (RAIN)".

redundant array of independant nodes (RAIN)

An HCP system configuration in which the nodes use internal or direct-
attached storage.

replication

The process of keeping selected HCP tenants and namespaces and
selected default-namespace directories in two HCP systems in sync with
each other. This entails copying object creations, delections, and
metadata chages from each system to the other or from one system to
the other. HCP also replicates tenant and namespace configuration,
tenant-level user and group accounts, retention classes, content classes,
all compliance log messages, and all HCP tenant log messages.

repository
The aggregate of the namespaces defined for an HCP system.

running storage

Storage on continuously spinning disks.
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S

SAIN
See "SAN-attached array of independent nodes (SAIN)".

SAN-attached array of independent nodes (SAIN)

An HCP system configuration in which the nodes use SAN-attached
storage.

search console

The web application that provides interactive access to HCP search
functionality. When the Search console uses the hcp metadata query
engine for search functionality, it is called the Metadata Query Engine
Console.

search facility

An interface between the HCP Search console and the search
functionality provided by the metadata query engine or HDDS. Only one
search facility can be selected for use with the Search Console at any
given time.

secure shell

A network protocol that lets you log into and execute commands in a
remote computer. SSH uses encrypted keys for computer and user
authentication.

secure sockets layer

Secure Sockets Layer. A key-based Internet protocol for transmitting
documents through an encrypted link.

service

A background process that performs a specific function that contributes
to the continuous tuning of the HCP system. In particular, services are
responsible for optimizing the use of system resources and maintaining
the integrity and availability of the data stored in the HCP repository.

service plan

A named specification of an HCP service behavior that determines how
HCP manages objects in a namespace. Service plans enable you to tailor
service activity to specific namespace usage patterns or properties.
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simple network management protocol (SNMP)

A protocol HCP uses to facilitate monitoring and management of the
system through an external interface.

SNMP

See "simple network management protocol (SNMP)".

SNMP trap
A type of event for which each occurrence causes SNMP to send
notification to specified IP addresses. SNMP traps are set in
management information base (MIB) files.

spindown storage

Storage on disks that can be spun down and spun up as needed.

SSH

See "secure shell".

SSL

See "secure sockets layer".

SSL server certificate

A file containing cryptographic keys and signatures. When used with the
HTTP protocol, an SSL server certificate helps verify that the web site
holding the certificate is authentic. An SSL server certificate also helps
protect data sent to or from that site.

storage node

An HCP node that manages the objects that are added to HCP and can
be used for object storage. Each storage node runs the complete HCP
software (except the HCP search facility software).

subdomain

A subset of the computers and devices in a domain.

switch

A device used on a computer network to connect devices together.
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syslog

A protocol used for forwarding log messages in an IP network. HCP uses
syslog to facilitate system monitoring through an external interface.

system management console

The system-specific web application that lets you monitor and manage
HCP.

T

tag

An arbitrary text string associated with an HCP tenant or namespace.
Tags can be used to group tenants or namespaces and to filter tenants
or namespace lists.

tagged network
A network that has a VLAN ID.

tenant

An administrative entity created for the purpose of owning and
managing namespaces. Tenants typically correspond to customers or
business units.

tenant management console

The tenant-specific web application that lets you monitor and manage
tenants and namespaces.

transaction log

A record of all create, delete, purge, and disposition operations
performed on objects in any namespace over a configurable length of
time ending with the current time. Each operation is represented by an
operation record.

U

unix

Any UNIX-like operating system (such as UNIX itself or Linux).
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upstream DNS server

A DNS server to which HCP routes the outbound communications it
initiates (for example, for sending log messages to syslog servers or for
communicating with Active Directory).

user account

A set of credentials that gives a user access to one or more of the
System Management Console, Tenant Management Console, HCP
management API, HCP Search Console, or namespace content through
the namespace access protocols, metadata query API, HCP Data
Migrator, and a given tenant and its namespaces.

user authentication

The process of checking that the combination of a specified username
and password is valid when a user tries to log into the System
Management Console, Tenant Management Console, HCP Search
Console, tries to access the HCP system through the management API,
or tries to access a namespace.

Vv

vCenter

See "VMware vCenter Server".

versioning

An optional nhamespace feature that enables the creation and
management of multiple versions of an object.

virtual local area network (VLAN)

A distinct broadcast domain that includes devices within different
segments of a physical network.

virtual machine

A piece of software that emulates the functionality of a physical
computer.

VLAN
See Virtual Local Area Network (VLAN).
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VLAN ID
An identifier that's attached to each packet routed to HCP over a
particular network. This function is performed by the switches in the
physical network.

vmNIC
A representation in VMware vSphere of one of the physical NICs on a
host.

VMware ESXi

The underlying operating system for the VMware vSphere product.

VMware vCenter Server
A VMware product that allows you to manage multiple ESXi hosts and
the virtual machines that they run.

VNIC

See "network interface controller (NIC)".

Z

zero-copy failover

The process of one node automatically taking over management of
storage previously managed by another node that has become
unavailable.
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